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Resumo

Nessa tese estudamos propriedades das dinâmicas adiabática e diabática de sistemas

quânticos de muitos corpos. Como aplicação, investigamos formulações Hamiltonianas

para o problema da busca quântica e a aplicação de atalhos para adiabaticidade em um

gás unitário quântico que imita em tempo finito exatamente uma evolução adiabática.

Primeiro examinamos as correlações quânticas mensuradas pela local quantum un-

certainty (LQU) em uma cadeia de spins implementando a versão adiabática da busca

quântica. Obtemos o valor exato da correlação entre um spin e um bloco de L spins para

diversos valores de L ao longo da evolução. Nós mostramos que a LQU apresenta um

comportamento característico no ponto de transição de fase quântica.

Em seguida estudamos os erros ocorridos numa implementação em tempo finito da

busca quântica com uma forma análoga ao mecanismo de Kibbe-Zurek (KZM em inglês)

porém aplicada a transições quânticas de primeira ordem. É demonstrado que a formação

de kinks segue uma lei exponencial, e são comparadas as dinâmicas de estrategias local e

global para adiabaticidade.

Finalmente, encontramos um sistema em que atalhos para adiabaticidade podem ser

implementados em laboratório com tecnologia atual e os erros causados por excitações

são suprimidos. Isso é demonstrado ao estudarmos a implementação em tempo finito da

expansão de uma nuvem de gás quântico unitário em um motor termodinâmico.
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Abstract

In this thesis we study properties of the adiabatic and diabatic dynamics of many

body quantum systems. As a test bed, we investigate Hamiltonian formulations for the

quantum search algorithm and the application of shortcuts to adiabaticity in a unitary

quantum gas to mimic an exact adiabatic evolution in finite time.

First we examine the quantum correlations as measured by the local quantum uncer-

tainty (LQU) in a spin chain implementing the adiabatic quantum search algorithm. We

obtain the exact value of the correlation measure between a single spin and a block of L

spins with many different values of L throughout the evolution. We show that the LQU

exhibits pronounced behaviour at the quantum phase transition.

Next we study the errors occurring in a finite-time implementation of the quantum

search with an analogy to the Kibble-Zurek mechanism but related to first order quantum

phase transitions. We show that the formation of kinks follow an exponential law, we also

compare the exact dynamic of global and local adibaticity strategies.

Finally we find a system where shortcuts to adiabaticity can be implemented with

current technology and the errors due to excitations are thus removed. We show this by

examining a finite-time expansion stroke of a thermodynamic engine operating on a cloud

of a unitary quantum gas.
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Chapter 1

Introduction

In 1980 Paul Benioff published his pioneering work on Hamiltonian models of com-

puters [1] and in 1981 Feynman gave his famous lecture ‘Simulating physics with com-

puters’ [2], in both it was made clear what is one of the greatest difficulties in simulating

quantum physical phenomena with classical computers: the exponential scaling of classi-

cal physical resources to describe quantum phenomena. This exponential scaling is also

the motivation for its own solution: to use quantum resources to manipulate information

in physical systems. Soon after Feynman’s lecture great advances started being made

towards understanding what a quantum computer was and what it could offer: Deutsch

proposed the first description of a universal quantum computer [3], Shor created his al-

gorithm for factoring large numbers [4] and Grover created an optimal algorithm for

searching through unstructured lists [5, 6].

As it became clear that quantum computers would be able to offer superior perfor-

mance in some tasks, compared to the best known classical algorithms, the field gained

more and more interest and soon several new ways of doing quantum computation were

proposed. One proposal was to build adiabatic quantum computers [7]. This approach

offers equivalent performance (up to some polynomial overhead) compared to the more

traditional circuit-based quantum computers [8]. On the other hand, there are several

advantages, including robustness against some kinds of errors [9] and the provision of a

more natural language to physicists since it deals with the evolution of Hamiltonians in-

stead of the logic gate truth tables more natural to computer scientists. But being analog
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has brought its own problems, like difficulty in error-correction and chaos [10].

Adiabatic Quantum Computation (AQC) has been successfully implemented in Nitrogen-

vacancies in diamond [11], superconducting flux qubits [12, 13], Rydberg atoms [14],

NMR [15–18], ion traps [19], etc. In the commercial arena D-Wave Inc. has brought

a great deal of attention to AQC by selling quantum annealers implemented through adi-

abatic evolution [20–22] which helped bring up the seemly innocuous but deep question

of how to recognize quantum speedup [23,24].

In trying to find better ways to build a quantum computer and make it work, it pays

to go into more detail over what exactly we want it to do. From about 1600 to just before

the advent of the first electronic computers, "computer" was a person who worked doing

calculations [25]. So computation was the act of following a rigid set of instructions to

do a specific mathematical calculation. With the advent of modern electronic computers

this has remained the same, just the human execution of the basic operations has been

removed.

It is clear that to define what computation is we have first to see what a computer

(of the modern kind) is. After defining a general computer we will be able to define a

classical computer (in short: the ones we use nowadays) and a quantum computer.

A computer, in general, is a device that:

• receives information as input,

• stores that input,

• manipulates that information,

• and outputs the result.

Information is stored by setting some measurable physical quantity of a system to

a predefined value. In the binary digital logic favored nowadays only two values are

necessary, so that we can represent 0 and 1. Each of these zeros and ones represents a

unit of information called a "bit".

Quantum computers use physical resources that need quantum mechanics to describe

their behavior when storing and operating on information, like an electron’s magnetic

14



spin instead of a current of electrons as in classical computers. This different physical

implementation opens the possibility to explore uniquely quantum phenomena that are

not available to classical computers. Two quantum phenomena of great import are state

superpositions and quantum correlations.

Classical bits, or just bits, only have two available states, 0 and 1. Quantum bits, or

qubits, also have two available states, 0 and 1, but they can also exist in what physicists

call a superposition: a state that operates like an overlap of them but when measured

shows up as being only one of them. Superposed states are useful for any operation

executed on the system acts on all of the superposed states, leading to a high level of

parallelism.

Quantum correlations is a name used to collect a broad range of interactions between

subsystems that cannot be explained by classical physics. One example of quantum

correlation is entanglement. Entangled pairs of qubits have the property that even if

they are both described by a pure global state, their individual states are mixed and

thus have some uncertainty inherently. It has been verified that entanglement plays a

role on some important quantum algorithms [26]. It has also been verified that there are

some quantum algorithms that perform better than classical analogues without using any

entanglement [27]. As a consequence, quantum computers have access to operations on

their physical qubits that have no analogue on classical computers. These new operations

open many new possibilities for faster algorithms that we are still learning to exploit.

So, what is quantum computing? In short, now that we know what a quantum com-

puter is, we can define what quantum computation is by saying: "it is what quantum

computers do: storing and manipulating quantum mechanical quantities to represent and

operate on information".

As already said, quantum computers manipulate some quantum properties of a system

to store and operate on information. But doing that can be tricky for several reasons,

and not only quantum computers but quantum thermal machines face the same problem:

design and correctly implement a reliable quantum process.

Adiabatic quantum computers are protected from some sources of errors, but the com-
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putational process must be realized at a time that is long enough compared to the energy

gap of the system, which may expose the quantum computer to a phenomenon known

as quantum decoherence (QD). In short, QD is the effect a quantum system undergoes

as its degrees of freedom get unpredictably entangled with the degrees of freedom of the

surrounding environment as time passes by, so that the superpositions originally in the

system are spread out through the environment due the system-environment interaction.

In this thesis, we will explore correlations and excitation dynamics in adiabatic algo-

rithms, as well as one possible solution to overcoming QD, which is provided by shortcuts

to adiabaticity. Shortcuts to adiabaticity can be achieved when a system’s evolution is

tailored to mimic an infinite time adiabatic evolution, but in a finite amount of time.

Usually this is experimentally hindered by the resulting Hamiltonian’s complexity and

non-locality of interactions, but we have found a system where this was overcome and the

resulting many-body evolution could be precisely controlled. The particular system found

was a unitary quantum gas, which is characterized by having only 2-body interactions with

infinite scattering length and null range. These three characteristics together greatly sim-

plify the dynamics allowing us to control the necessary quantities just by modulating the

trap potential.

1.1 Outline of this Thesis

The thesis is organized as follows. We first introduce in chapter 2 the fundamental

concepts and theories of adiabatic computation [7], the simplest adiabatic condition [28],

quantum phase transitions [29], shortcuts to adiabaticity [30], the quantum search algo-

rithm [31,32] and quantum correlations [33].

In chapter 3 we investigate a quantum correlation measure called local quantum un-

certainty (LQU) [34]. More specifically, we consider the LQU between a block of L qubits

and one single qubit in a composite system of n qubits driven through a quantum phase

transition (QPT) [35]. A first-order QPT is analytically considered via a Hamiltonian im-

plementation of the quantum search. We compute the LQU for finite-sizes as a function

of L and of the coupling parameter, analyzing its pronounced behavior at the QPT and
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its consequences for the adiabatic implementation of the quantum search.

In chapter 4 we investigate the effects of the finite-time evolution over adiabaticity,

considering the excitation dynamics at a first-order QPT in the quantum search algorithm

[36]. We begin by deriving the exact dynamics of the model, which is shown to obey a

Riccati differential equation. Then, we discuss the probabilities of success by adopting

either global or local adiabaticity strategies. Moreover, we determine the disturbance of

the quantum criticality as a function of the system size. In particular, we show that the

critical point exponentially converges to its thermodynamic limit even in a fast evolution

regime, which is characterized by both entanglement QPT estimators and the Schmidt

gap. The excitation pattern is manifested in terms of quantum domain walls separated

by kinks. The kink density is then shown to follow an exponential scaling as a function of

the evolution speed, which can be interpreted as a Kibble-Zurek mechanism for first-order

QPTs.

Looking beyond the adiabatic dynamics, we also consider shortcuts to adiabaticity,

which mimic the effect of the adiabatic evolution by adding counter-fields in the dynamics

so that they can be implemented in finite time [37]. In particular, this can be investigated

in the context of thermal machines. Optimal performance of thermal machines is reached

by suppressing friction. Friction in quantum thermodynamics results from fast driving

schemes that generate nonadiabatic excitations. The far-from-equilibrium dynamics of

quantum devices can be tailored by shortcuts to adiabaticity to suppress quantum friction.

In chapter 5 we experimentally demonstrate friction-free superadiabatic strokes with a

trapped unitary Fermi gas as a working substance and establish the equivalence between

the superadiabatic mean work and its adiabatic value.

Finally, in chapter 6 we present our conclusions and remarks on future work.
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Chapter 2

Fundamentals

In this chapter some well known results are presented. These are necessary for the

understanding of the new results shown in later chapters.

2.1 Adiabatic Quantum Computation

The first ideas on how to build quantum computers were extensions of the highly

successful ideas used to build classical computers from electronic circuits [38]. Quantum

circuits computation proposed that series of quantum gates could act in sequence on

qubits to transform their state according to the chosen algorithm. A quantum gate being

an operation that interacts with a number of qubits (usually one or two) in a fixed way.

Computation by quantum gate circuitry was proven universal (capable of implement-

ing any algorithm) [3]. It was also experimentally implemented in several forms [39, 40].

But developing quantum algorithms that are superior to classical alternatives is a diffi-

cult task. Also there was always the possibility that alternative ways of doing quantum

computation would be prone to less, or at least different, sources of errors. The hunt for

alternative forms of quantum computation was on.

An alternative approach named Adiabatic Quantum Computation (AQC) was pro-

posed in 2000 by Farhi [7] and it was proven to be equivalent to quantum circuit compu-

tation with only polynimial overhead [8] and was experimentally implemented in several

settings [13, 15,17,19–21,41–43].
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AQC consists in the following algorithm to solve a computational problem:

1. Prepare a system in the ground state of a driving Hamiltonian HD.

2. Choose a Hamiltonian, HP , which encodes in its ground state the solution to the

problem of interest.

3. Evolve this system changing its Hamiltonian from HD to HP slowly enough so that

the system keeps track of the instantaneous ground state of the evolving Hamilto-

nian.

4. Measure the system, obtaining the desired solution with a given probability.

The Hamiltonian HD is usually chosen in a way that its ground state is the superposi-

tion of all computational states and has no degeneracy. This way ensures that the desired

final state is present in the initial superposition [44]. Since HP encodes the solution to

a classical computational problem it will be diagonal in the computational basis, making

measuring it simple.

Also, when the system is driven from HD to HP it must do so slowly enough so that

the adiabatic theorem (AT) applies to this evolution. This theorem is what guarantees

that at the final measurement we will have the desired answer with high probability and

is explained in the next section.

2.1.1 Adiabatic Theorem

If a system is driven by a time-dependent Hamiltonian its evolution is described by

the Schrödinger equation

i~∂t |ψ(t)〉 = H(t) |ψ(t)〉 , (2.1)

where ∂t represents the time derivative. Solving this equation is not trivial in general, but

for a special case the AT offers a simplified solution.

If |ψn(t)〉 is the n-th eigenstate of H(t), the AT states that if a system is prepared at

t=0 as |ψn(0)〉 and the driving Hamiltonian varies slowly enough, then the system will

remain close to the instantaneous eigenstate |ψn(t)〉.
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This theorem is very useful in our context. It was shown by Farhi et all [7] that it is

possible to create a Hamiltonian that encodes the solution of a minimization problem in

its final form without the need to know this solution.

The AT was first demonstrated by Born and Fock [28] (and is still present in modern

text books [45]) in a way that we will call from now on the traditional version of the AT.

It was expanded and improved by Kato [46] and recently similar results were found by

Boixo et al [47]. This result points that, for the evolution to be approximately adiabatic,

its time scale must be much larger than the inverse of the squared gap times the largest

absolute value of the eigenvalues of the time derivative of the Hamiltonian.

This traditional version of the AT has been shown to fail on some occasions and not

be necessary on others [48, 49], for this reason the AT has been the focus of a lot of

research and refinement lately. There are now several versions of this theorem [44]. We

will use the traditional (simplest) version because all adiabatic Hamiltonians of interest

in this thesis are real (no geometric phase) and lack oscillatory terms (sines and cosines

for example) [50].

2.1.2 Traditional Version of the AT

The proof of the simplest version of this theorem goes as this. Taking H(t) as a

Hamiltonian with discrete spectrum and the initial state as |Ψ(0)〉 and setting ~ = 1 so

that its eigenstates and eigenenergies are related by

H(t) |ψn(t)〉 = En(t) |ψn(t)〉 , (2.2)

and the corresponding Schrödinger equation for this system is

i∂t |Ψ(t)〉 = H(t) |Ψ(t)〉 . (2.3)

We can express the current state as a superposition of eigenstates:

|Ψ(t)〉 =
∑
n

cn(t) |ψn(t)〉 eiθn(t), (2.4)
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where:

θn(t) ≡ −
∫ t

0

En(t′)dt′. (2.5)

Substituting in (2.3), and omitting the time dependency, we get:

i
∑
n

{
ċn |ψn〉+ cn ˙|ψn〉+ icn |ψn〉 θ̇n

}
eiθn =

∑
n

cn(H |ψn〉)eiθn . (2.6)

The two rightmost terms cancel each other, so:

∑
n

ċn |ψn〉 eiθn = −
∑
n

cn ˙|ψn〉eiθn . (2.7)

Taking the inner product with 〈ψm|:

∑
n

ċnδnme
iθn = −

∑
n

cn

〈
ψm

∣∣∣ψ̇n〉 eiθn , (2.8)

which is equivalent to

ċm(t) = −
∑
n

cn

〈
ψm

∣∣∣ψ̇n〉 e−i ∫ t
0 ωnm(t′)dt′ , (2.9)

where

ωnm(t) = En(t)− Em(t). (2.10)

Now differentiating (2.2) on time we get:

Ḣ |ψn〉+H ˙|ψn〉 = Ėn |ψn〉+ En ˙|ψn〉. (2.11)

Taking the inner product with 〈ψm|:

〈ψm|Ḣ|ψn〉+
〈
ψm

∣∣∣H∣∣∣ψ̇n〉 = Ėnδnm + En

〈
ψm

∣∣∣ψ̇n〉 . (2.12)

Since this Hamiltonian is Hermitian:〈
ψm

∣∣∣H∣∣∣ψ̇n〉 = Em

〈
ψm

∣∣∣ψ̇n〉 . (2.13)

Using (2.13) in (2.12) if m 6= n results in:
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〈ψm|Ḣ|ψn〉 = (En − Em)
〈
ψm

∣∣∣ψ̇n〉 . (2.14)

By combining (2.9) and (2.14) we get:

ċm(t) = −cm(t)
〈
ψm

∣∣∣ψ̇m〉−∑
n6=m

cn(t)
〈ψm|Ḣ|ψn〉

ωnm
e−i

∫ t
0 ωnm(t′)dt′ . (2.15)

To this point the results are all exact, but to simplify (2.15) we need to use the

adiabatic approximation. Assuming the Hamiltonian to evolve very slowly, the term

〈ψm|Ḣ(t)|ψn〉 can be neglected, an approximation that will be further explored on next

section. So

ċm(t) = −cm
〈
ψm

∣∣∣ψ̇m〉 . (2.16)

Solving this ODE:

cm(t) = cm(0)eiγm(t), (2.17)

where γ(t) is

γm(t) ≡ i

∫ t

0

〈
ψm

∣∣∣∣ ∂∂t′ψm
〉
dt′. (2.18)

It’s clear that γ is a real number for:

〈ψm|ψm〉 = 1→ d

dt
〈ψm|ψm〉 = 0, (2.19)

and

d

dt
(〈ψm|ψm〉) =

〈
ψ̇m

∣∣∣ψm〉+
〈
ψm

∣∣∣ψ̇m〉 = 2 Re
(〈
ψm

∣∣∣ψ̇m〉) = 0. (2.20)

It is shown that if a system starts at some n-th eigenstate and its Hamiltonian changes

slowly enough for the evolution to be adiabatic, then the system will remain on the same

n-th eigenstate up to a phase.

|Ψ(t)〉 = |ψn〉 ei[θn(t)+γn(t)]. (2.21)
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2.1.3 Quantum Adiabaticity Condition

Now to see when this approximation is valid we notice that on the previous section

we used an approximation to solve equation (2.14).

eiγm(t)
d

dt
(cm(t)e−iγm(t)) = ċm(t) + cm(t)

〈
ψm

∣∣∣ψ̇m〉 . (2.22)

Rewriting (2.15):

eiγm(t)
d

dt
(cm(t)e−iγm(t)) = −

∑
n6=m

cn(t)
〈ψm|Ḣ|ψn〉
ωnm(t)

e−i
∫ t
0 ωnm(t′)dt′ . (2.23)

Now parametrizing time:

s = t/T, (2.24)

where T is the usual total evolution time. This way as we plug (2.24) in (2.23) it results

in:

eiγm(s)
d

ds
(cm(s)e−iγm(s)) = −

∑
n6=m

cn(s)
〈ψm| ddsH|ψn〉
ωnm(s)

e−iT
∫ s
0 ωnm(s′)ds′ . (2.25)

Now we define:

Fnm(s) = cn(s)e−iγm 〈ψm|
d

ds
H|ψn〉 . (2.26)

Plugging this definition in (2.25), and integrating over time results in

cm(s)e−iγm(s) = cm(0)−
∑
n6=m

∫ s

0

Fnm
ωnm

e−iT
∫ s′
0 ωnm(s′)ds′ . (2.27)

Integrating by parts we get:

cm(s)e−iγm(s) = cm(0)− i

T

∑
n6=m

[Fmn(s)

ω2
mn(s)

e−iT
∫ s
0 ωnm(s′)ds′ − Fmn(0)

ω2
mn(0)

−

−
∫ s

0

e−iT
∫ s′
0 ωnm(s′′)ds′′ d

ds′

(Fmn(s′)

ω2
mn(s′)

)
ds′
]
. (2.28)

On the right hand side of (2.28) the Riemann-Lebesgue lemma shows that for large T

the oscillating integral will be equal to zero. Now only the first two terms in the summation
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make this a coupled evolution. So the condition for adiabaticity to hold is that T be much

greater then the absolute value of the summation. Also, as the complex exponential has

absolute value constant and equal to 1, and we discard cn(s) for |cn(s)| ≤ 1. Therefore, a

decoupled evolution requires:

T �
Max

0 ≤ s ≤ 1

∣∣∣∣∣ 〈ψm(s)| d
ds
H(s)|ψn(s)〉

ω2
nm(s)

∣∣∣∣∣ =
ε

g2
min

, (2.29)

or, as a function of time, alternatively:

1�
Max

0 ≤ t ≤ T

∣∣∣∣∣ 〈ψm(t)|Ḣ(t)|ψn(t)〉
ω2
nm(t)

∣∣∣∣∣ . (2.30)

So, we see that the total evolution time must scale with the square of the inverse of the

energy gap between the current state and its closest neighboring states. Since we will be

working with the ground state only the gap between this and the first excited state (ω01)

will be relevant. This result is only exact when the algorithm’s execution time approaches

infinity.

It is known that this quantum adiabaticity condition in general is neither necessary

nor sufficient [51]. Adiabatic conditions more general than (2.30), such as in Refs. [50,52],

are beyond the scope of this thesis.

2.2 Circuit Quantum Search Algorithm

The original quantum circuit algorithm searches through an unstructured list of size

N looking for a state that satisfies some property, usually referred as the marked state.

Given a black box function f , if m is the marked state then f(m) = a, but if y 6= m then

f(y) = b, where a 6= b. Such function f is said to be an oracle that recognizes the solution

m. Grover’s algorithm goes to prove that such function needs to be evaluated O(
√
N)

times by a quantum computer to find m, the marked state. This is remarkable because

a classical computer would need O(N) evaluations to execute the same search (for more

details on the big-O notation see Appendix:A).
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To describe the oracle as a mathematical function without explaining its inner workings

is quite abstract and may give the impression that this oracle already has to know the

answer in the first place in order to work. It is important to notice however that there is

a distinction between recognizing a solution and knowing it ahead of time. It is possible

to achieve the first without necessarily achieving the second. A simple everyday example

is a lock: looking at one will not reveal enough information to figure which is the correct

key for opening it from a large keyring, but slotting the right key and twisting it unlocks

the door, thus the lock recognizes the proper answer (the key in this case). Notice that

we do not need to know how a lock works to use it.

Assuming a single marked state m, the circuit based algorithm works by first initial-

izing the system in the |ψ0〉 = |0〉⊗n state then applying a Hadamard gate (for details on

this and many other gates see [53]) to all qubits H⊗n. This puts the system in an equal

superposition of all states |+〉 = N−
1
2

∑
|i〉. Now we have repeated applications of the

Grover operator (G), which consists of several operators and one evaluation of the oracle

so that G = (2 |+〉〈+|−1)O. In this case the oracle is taken to have the property of doing

a phase shift on the solution only, as in O |z〉 = (−1)δz,m |z〉, so O = (1− 2 |m〉〈m|). The

whole algorithm is illustrated by Figure 2.1, taken from [53].

Figure 2.1: Representation of the quantum circuit implementation of the quantum search

algorithm.

The Grover operator can be best understood by its geometric interpretation. If we

define a vector that is the uniform superposition of all base states that are not the answer

to our problem we have |ψn〉 =
√

1− 1/N
∑

i 6=m |i〉, we can then see that:
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|+〉 =
√

1/N |m〉+
√

1− 1/N |ψn〉 . (2.31)

Seeing how O acts on a vector spanned by |m〉 and |ψn〉: O(a |m〉+b |ψn〉) = −a |m〉+

b |ψn〉 we can see that it implements a reflexion about |ψn〉. Also, the remainder of G

is clearly similar to O and is a rotation about |+〉. Knowing that the product of two

reflexions is a rotation we see that G is a rotation by looking at its matrix form:

G =

 1− 2/N
2
√

1−1/N
√
N

−2
√

1−1/N
√
N

1− 2/N

 . (2.32)

Defining θ so that cos(θ/2) =
√

1− 1/N , gives |+〉 = cos(θ/2) |ψn〉 + sin(θ/2) |m〉,

and with a bit of trigonometry:

G =

 cos(θ) sin(θ)

−sin(θ) cos(θ)

 , (2.33)

so

Gk |+〉 = cos(
1 + 2k

2
θ) |ψn〉+ sin(

1 + 2k

2
θ) |m〉 , (2.34)

where k is an integer that represents how many iterations occurred. So our uniform

superposition vector gets rotated closer to the solution at every iteration, that is until it

is in its closest position, after that further iterations would rotate it away from the desired

answer. To see how many iterations are necessary for maximal probability of success we

first remember that for θ ≈ 0 we have cos(x) ≈ 1 − x2/2, along with our definition of

cos(θ/2) it gives us

θ ≈ 2/
√
N, (2.35)

which agrees with our assumption of N being large. Now, for maximal probability we

want (1/2 + k)θ ≈ π/2 so

k ≈ π

4

√
N − 1/2. (2.36)

This proves that the circuit quantum search scales as O(
√
N).
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2.3 Adiabatic Quantum Search

The adiabatic version can be achieved by employing a Hamiltonian of the form:

H(s) = f(s)(1− |+〉〈+|) + g(s)(1− |m〉〈m|), (2.37)

where |m〉 is again the marked state, s is the normalized time (0 ≤ s ≤ 1), and |+〉 =

N−1/2
∑N−1

i=0 |i〉, and f(0) = g(1) = 1 and f(1) = g(0) = 0. Notice that HP = 1− |m〉〈m|

and HD = 1− |+〉〈+| as seen in section 2.1.

This algorithm is simple and powerful. The simplicity comes from the straight forward

nature of (2.37), so the spectrum and eigenvectors of this Hamiltonian can be analytically

derived. And despite superior performance by classical algorithms to some important

problems, like the NP-Complete 3-SAT [54] (with O(1.33n) < O(
√
N) ≈ O(1.41n)) for

example, it is also powerful because it is applicable to NP-Hard problems [55] (for more

details on algorithmic complexity see appendix A) with better execution time scaling

than the best known classical alternatives for unstructured search [5, 56, 57] (also known

as exhaustive search). Unstructured search is the default solution when we don’t have

access to a specialist algorithm based on the problem’s particular characteristics.

2.3.1 Spectrum and Eigenstates

In this section the demonstrations are original, but their results are already known in

the literature.

Taking the eigenvectors to be of the form

|E(s)〉 =
∑
i

bi(s) |i(s)〉 , (2.38)

if bm = 0 then

H |Edg(s)〉 = (f(s) + g(s)) |Edg(s)〉 −
f(s)

N

∑
i

bi(s) |i〉 = Edg(s) |Edg(s)〉 . (2.39)

So defining |u〉 =
∑

i |i〉, we have that
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〈u|Edg(s)〉 = Edg(s)
∑
i

bi(s) = (f(s) + g(s))
∑
i

bi(s)−
f(s)

N
(N − 1)

∑
i

bi(s). (2.40)

So, after some simple calculations

Edg(s) = g(s) +
f(s)

N
−→ Edg(s = 0) =

f(0)

N
, (2.41)

which is absurd, from (2.37) we know that Edg(s = 0) = f(0) or Edg(s = 0) = 0. So we

conclude that
∑N−1

i=1 bi(s) = 0. From the previous equations we can show that Edg = f+g,

and from the summation constraint we can see that this subspace can be spanned by an

eigenbasis of exactly N − 2 vectors.

Now, to find the remaining 2 eigenvectors we study the case bm 6= 0. From (2.37)

symmetry we now assume that bj = b ∀j 6= m and bm = 1 so that the eigenvector is

written as

|E(s)〉 = N(s)
(
|m〉+ b(s) |φ〉

)
,

where the normalization constant is N(s) = 1/
√

1 + (N − 1)b(s)2, |φ〉 =
∑

i 6=m |i〉. And

we use again the fact that |E〉 is an eigen vector to obtain

E = f − 1 + (N − 1)b

N
f, and (2.42)

Eb = (f + g)b− 1 + (N − 1)b

N
f. (2.43)

We find that there are two values of b and E that solve these equations. Naming these

values with subindex minus for the lowest energy (ground state) and plus for the highest

(first excited state) results in

|E±(s)〉 = N±(s)
(
|m〉+ b±(s) |φ〉

)
, (2.44)

and

b±(s) = 1− E±(s)

f(s)N
, (2.45)
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with N = 1− 1/N , and the corresponding energies E±(s) given by

E±(s) =
f(s) + g(s)±

√
[f(s) + g(s)]2 − 4f(s)g(s)N

2
. (2.46)

This result is also noticeable because, if we had a degenerated ground state with de-

generacy p, then the only change in the previous set of equations would be the redefinition

of the parameter N to N = 1− p/N .

The other higher-energy eigenstates form an (N−2)-fold degenerate eigenspace, whose

energy is given by

Edg = [f(s) + g(s)] . (2.47)

In order to explicitly provide the eigenstates |Ek
dg〉 (k = 1, · · · , N − 2) associated with

the eigenenergy Edg, we write

|Ek
dg〉 =

N−1∑
n=0

ckn|n〉. (2.48)

Then, from the eigenvalue equation for H(s) (2.37), it directly follows that the set {ckn}

is just required to satisfy the constraints
∑N−1

n=0 c
k
n = 0 and ckm = 0. As a consequence,

the states |Ek
deg〉 can be suitably chosen as time-independent vectors.

2.3.2 Local Adiabaticity

By imposing a local adiabatic evolution [32,58], i.e. by requiring adiabaticity at each

infinitesimal time interval, the runtime is minimized for the path (see also, e.g., Ref. [59])

f(s) = 1− g(s), g(s) =
1

2
−

tan
[
arctan

(√
N − 1

)
(1− 2s)

]
2
√
N − 1

. (2.49)

This results in a quadratic speedup over the classical search, i.e., we obtain the time

complexity O(
√
N) expected from the quantum circuit Grover quantum search [32,58].

To see this, first we substitute our previous adiabatic condition (2.29) (known as global

adiabatic condition due to its dependency on the global minimum of the gap) by its local

alternative in which we integrate over an infinite number of (2.29)

1�
∫ T

0

| 〈E+|∂tH|E−〉 |
(E+ − E−)2

dt. (2.50)
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Instantaneously we see that the integrand is bounded and we can write

| 〈E+|∂tH|E−〉 |
(E+ − E−)2

≤ ε, (2.51)

for some ε. Since s = t/T we have ∂tH = ∂gH∂sg∂ts = ∂gH∂sg/T and it can be shown

that the numerator does not scale with the problem size, we can see that

∂sg ≤ Tε(E+ − E−)2.

If we choose the case described by the equality signal

∂sg = Tε(1− 4g(1− g)N). (2.52)

Moving the infinitesimals and integrating on both sides gives

s =
1

2Tε

N√
N − 1

[
arctan(

√
N − 1(2g − 1)) + arctan(

√
N − 1),

]
(2.53)

but with the countour condition g(1) = 1 we can see that

εT

√
N − 1

N
= arctan(

√
N − 1). (2.54)

So the inverse of (2.53) is exactly (2.49).

To prove the time scaling we see, with some calculations, that (2.50) gives

T �
∫ 1

0

√
N − 1

N

ds

(1− 4s(1− s)N)3/2
=
√
N − 1, (2.55)

and we have just proven that this local adiabatic condition leads to the equivalent best

time scaling for the quantum circuit paradigm of computation.

2.3.3 Experimental Implementation Difficulties

The possibility of shifting through unstructured databases in better time than clas-

sically possible is a powerful motivator for building quantum computers. Ultimately all

computational problem’s solutions can be described by a string of zeros and ones, so we

can try to solve these problems with an unstructured search algorithm.

The actual implementation of the algorithm is hampered by the non-locality of the

oracle, HP = 1− |m〉〈m|, as seen at (2.37). This will be explored in the next section.
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To study the oracle we now consider a system with n spins-1
2
interacting, thus its more

plausible immediate implementability. With X, Y and Z being the usual Pauli matrices,

we define Z~k = Zk0
0 ⊗ Zk1

1 ⊗ ... ⊗ Z
kn−1

n−1 where each ki may be 0 or 1, we defined the

vector ~k = {k0, k1, ..., kN−1} and we assumed that any invertible matrix to the power of

zero equals the identity. We notice that there are N = 2n Z~k matrices and that they are

linearly independent, so they form a basis for the elements of any diagonal N×N matrix.

So we can expand:

1− |0〉〈0| =
∑
~k

C~kZ~k, (2.56)

where we assumed the marked state to be |0〉 without loss of generality and C~k represents a

constant for each ~k. We can decompose this matrix equation into N = 2n scalar equations,

for on both matrices only the diagonal elements are relevant.

The equation for the marked element:

∑
~k

C~k = 0, (2.57)

and all others:

∑
~k

(−1)P(~k,p)C~k = 1, (2.58)

where p is a counter that ranges from 1 to N − 1 and P(~k, p) is a function that is all ways

0 for ~k = ~0, ~0 is the null vector and for all other values of ~k it is 0 half of the times and

1 on the other half. Also, for each value of p P(~k, p) is 0 half of the times and 1 on the

other half.

The properties of P(~k, p) are easy to see after you notice that Z~k is a tensor product

of matrices with only 1 and -1 in their diagonals and the identity matrix. Excluding Z~0

which is an identity matrix it self, all other matrices will have half their diagonal elements

being -1. Also, every time we change the value of one of the ki exponents from 1 to 0 (or

vice versa) half the elements of the corresponding Z~k′ change sign.

By summing all eqs: C~0 = N and by summing a convenient half and then subtracting

the other half of the equations we see that for each other term all reduce to C~k 6=~0 = −1/N .
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So, individually, the coefficient C~1 (all ki = 1) is exponentially approaching zero and

the term Z0⊗Z1⊗...⊗ZN−1 vanishes along with it, meaning that "all-bodies" interactions

are not relevant in large systems. But if we count the number of terms representing 3 or

more bodies interactions we get how many interactions are difficult to implement. To get

this total we remember that there are N interaction terms, 1 being a ’0-body’ (ki = 0∀i),

n 1-body interactions and Cn
2 2-body interactions, the difference is

N − 1− n!

1!(n− 1)!
− n!

2!(n− 2)!
≈ N, (2.59)

which grows exponentially!

So even though the many-body interactions are exponentially small they are also

exponentially many. This leads to an infinite dimension model. Despite these difficulties

there are proposals on how to circumvent this non-locality problem. One such proposal

is in spatial search [60]. It is argued in this case that a single bosonic particle on a 3D

lattice allowed to adiabaticaly hop between neighboring sites would find the marked site

faster than any classical algorithm could.

2.4 Quantum Phase Transitions

A phase transition happens when a parameter of the system passes through its critical

point and one or more properties show a sudden difference of value. For example, when

water at sea level pressure has its temperature increased from just below 100 ◦C (212 ◦F)

to just above it, the water starts boiling and goes from liquid to vapor, showing significant

sudden change in density.

In classical systems temperature fluctuations govern the systems behaviour. But at (or

very close to) T = 0K these fluctuations lose strength and quantum fluctuations become

dominant. In this case as we tune some parameter, other than temperature, through its

critical point we have a quantum phase transition (QPT). An example is the quantum

Ising model, in which neighboring spins belonging to a lattice interact between themselves

and with a tunnable external magnetic field. The driving Hamiltonian is
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HI(g) = g
∑
i

Xi +
∑
<i,j>

ZiZj, (2.60)

where g>0 defines the coupling strength and the sum over < i, j > means that we sum

over pairs of nearest neighbors only. X, Y and Z are the usual Pauli matrices and the

index i refers to the spin they act upon. In this model there is a QPT at the critical

point g=1. A critical point is the parameters value (g = 1 in this case) at which an

excited state becomes the fundamental state and creates a nonanalycity of the ground

state energy. For g>1 the spin chain behaves as a paramagnetic material, and for g<1 it

behaves as a magnet. This means that at g=1 an spontaneous magnetization takes place,

making this the critical point of this QPT.

AQC and QPTs are intimately related. For a quantum adiabatic algorithm to generate

speedup over classical analogues, it is expected that a QPT must take place [61]. As

defined in Sachdev’s work [29], a QPT is said to happen when, by changing some external

parameter, there is a nonanalycity in the ground state energy of a infinite lattice. This

happens when the ground state and the first excited state (and perhaps more states

besides) become degenerated at a level crossing for example.

A trivial Hamiltonian that exhibits a level crossing is HT (g) = H1 +gH2 where H1 and

H2 commute, meaning they can be diagonalized simultaneously and the eigenvectors of

HT (g) do not depend on g. For the Hamiltonians that interest us the level crossings will

only happen at the thermodynamic limit n → ∞, with n being the number of particles.

But even if we don’t observe a QPT in finite sized latices we can observe their asymptotic

behavior as their size scales, as Figure 2.2 illustrates. It is clear that the gap between the

ground and first excited energies depends on the size of the system, and the nature of this

dependence is used to classify different kinds of QPT.

QPTs are classified in first order or continuous order transitions. In first order transi-

tions the ground state energy has a discontinuity in its first derivative at the critical point.

In continuous transitions it is a higher derivative that has de discontinuity. Continuous

QPTs are characterized by diverging correlation lengths and correlation times, meaning
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Figure 2.2: (a) A level crossing signaling a QPT in a infinite lattice (trivial systems

excluded). (b) Finite size system and avoided level crossing, as the systems grows it will

asymptotically converge to what is shown in (a).

that faraway particles are more likely to be correlated and remain so for longer times.

First order QPTs are characterized by the coexistence on the critical point of both the

phase bellow it and the one above it. Both kinds of QPTs can generate speedups over

classical algorithms, but only continuous QPTs might generate exponential speedups [62].

To study the QPT on the adiabatic quantum search algorithm we need the two lowest

energy states seen at (2.46), from there it is easy to obtain the gap between these levels:

gap(s) =

√
[f(s) + g(s)]2 − 4f(s)g(s)N. (2.61)

At the thermodynamic limit N →∞ and for both local and global adiabaticity inter-

polations we can see that

gap

(
1

2

)
N→∞

= 0. (2.62)

To see the order of this QPT we look at its two lowest energy levels as shown in Figure

2.3, and also to the parameter b defined at (2.38) and shown in Figure 2.4. In both cases

it is easy to see that the first derivative is discontinuous, thus we are dealing with a first

order QPT.
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First order QPTs have been the object of studies [63] and experimental observation

[64], even if less so than continuous QPTs. In AQC this is due to the impossibility of

achieving polynomial time solutions for NP-Hard problems [62].

Figure 2.3: Energies of the two lowest energy eigenstates at the thermodynamic limit for

the adiabatic quantum search. The ground level is the full line and the first excited state

is the dashed line. Notice the obvious discontinuity of the first derivative at s = 1
2
.

Figure 2.4: Parameter b at thermodynamic limit. Again we can see the discontinuity of

the first derivative at s = 1
2
.
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2.5 Counterdiabatic Driving

The idea of designing finite-time protocols that reach the same final state as strictly

adiabatic evolutions has been termed shortcuts to adiabaticity [65]. One way to achieve

a shortcut is to choose a reference Hamiltonian with a desirable adiabatic evolution and

mimic it in finite-time by adding another term to it that turns the ideal adiabatic dynamics

into the actual system dynamics, this has been termed Counterdiabatic Driving (CD) [66]

or transition-less driving [67]. This method can be understood as an analogy to watching a

movie going "fast-forward": the system will have the exact same dynamics as the reference

system, only much faster.

Considering a slow varying Hamiltonian H(t) with eigenstates |ψn(t)〉 we know that

the dynamics of a system initially in the n-th eigenstate will follow

|ψn(t)〉 = e−i
∫ t
0 εn(t′)dt′ |n(t)〉 , (2.63)

up to the geometric phase. The goal now is finding a new Hamiltonian, HCD(t) for which

the adiabatic approximation of H(t) gives the exact solution of the finite-time dynamics,

e.g. the solution to the Schrödinger equation of HCD(t). We begin by direct construction

of the desired evolution operator

UCD(t, 0) =
∑
n

|ψn(t)〉 〈n(0)| , (2.64)

remembering we defined ~ = 1 we can now obtain the respective Hamiltonian HCD

HCD = i∂tUCDU
†
CD, (2.65)

= i
∑
n,m

|∂tψn〉〈ψm| 〈n(0)|m(0)〉 , (2.66)

= i
∑
n

|∂tψn〉〈ψn| , (2.67)

=
∑
n

εn |n(t)〉〈n(t)|+ i
∑
n

|∂tn(t)〉〈n(t)| , (2.68)

= H(t) +H1(t), (2.69)
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where the auxiliary term H1(t) = i
∑

n |∂tn(t)〉〈n(t)| is added to the original Hamiltonian

we wish to accelerate.

This method has been successfully applied to speed up quantum gates [68] and thermo-

dynamic processes [69]. In the quantum search algorithm the application of this scheme is

problematic for H1 does not posses an desirable property called oracularity [31]. An oracle

is an entity that can be used to verify if an attempt to answer a problem is correct or not,

but it provides no hints to the correct answer if the attempt presented is wrong [53, 56].

We now show that in the quantum search while HP is an oracular Hamiltonian, H1 is

not. First we define an oracular operator HP = Om = 1 − |m〉〈m| and a not oracular

one H1 = Om = |+〉〈m|+ |m〉〈+| (|+〉 = N−
1
2

∑N−1
i=0 |i〉), now we check the result of their

operations on a computational basis state |i〉:

Om |i〉 = (1− |m〉〈m|) |i〉 =


0 (i = m),

|i〉 (i 6= m),

(2.70)

Om |i〉 = (|+〉〈m|+ |m〉〈+|) |i〉 =


1√
N
|m〉+ |+〉 (i = m),

1√
N
|m〉 (i 6= m).

(2.71)

We see that operating Om on a random state will most likely give us no new infor-

mation, while operating Om on any undesired state will return the desired state. Farhi’s

initial paper on AQC [7] has a simple proof that it is possible to build an oracle to an

interesting problem (3-sat) without knowing its answer while this non-oracular entity, to

my best knowledge, has not been proved to have the same property. Also, if built, this

operator would find the solution to its target problem in O(1), which it is reasonable to

believe is impossible for most problems of interest.

2.6 Quantum Correlations

In Statistics two variables are correlated if by knowing one I can make predictions

about the other. The more exact these predictions get, the more correlated the variables

are. In Physics when variables describing different quantities are statistically correlated,
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we say that those quantities are correlated as well. In classical physics if you have a box

with N marbles moving randomly inside and measure that NL marbles are on the left side

at a given moment, you know that there will be NR = N − NL on the right side. Then,

the number of marbles on the left side is a variable correlated with the number of marbles

on the right side of the box. The extension to quantum mechanics is intuitive in that now

we are correlating quantum degrees of freedom. If we observe a quantum system and find

correlations that cannot be detected by traditional classical statistics, then we usually

attribute them to quantum effects, and hence label them quantum correlations [70].

2.6.1 Entanglement

One kind of quantum correlation is known as entanglement. Entanglement between

subsystems of a pure composite system is observed when it is not possible to describe

each subsystem by a pure state, only the total system with all its components can be

described by a pure state. We can take a Bell state of two qubits as an example

|ψBell〉 =
|10〉+ |01〉√

2
. (2.72)

The states of both qubits are certainly correlated. If we measure the first and find

it on the state |1〉, we can be sure that measuring the second will find it on the state

|0〉. Moreover, each qubit can be shown to be in a maximally mixed state if analyzed

on its own. This is an example of a maximally entangled state. On the other hand, an

unentangled state, referred as a separable state usually, is one in which we can describe

the subsystems independently, like

|Ψ〉 = |φ〉 ⊗ |ψ〉 . (2.73)

Assuming we do not have classical correlations, in this case knowledge about one qubit

does not help us making predictions about the other. But between maximally entangled

and separable quantum states we can have a whole range of intermediately entangled

subsystems. To quantify how correlated these subsystems are we define the von Neumann

entropy S(ρ)

S(ρ) = −Tr[ρ log (ρ)], (2.74)

38



where ρ denotes the density operator describing the subsystem of the composite pure

original system, Tr is the trace operation and log is the base 2 logarithm. It is easier to

obtain the von Neumann entropy directly from the eigenvalues of ρ (if they are known)

from the equivalent form

S(ρ) = −Tr[ρ log (ρ)],

= −
d∑
i

〈ψi|ρ log (ρ)|ψi〉 ,

= −
d∑
i

λi 〈ψi|log (ρ)|ψi〉 ,

= −
d∑
i

λi log ( 〈ψi|ρ|ψi〉) ,

= −
d∑
i

λi log (λi) , (2.75)

where d is the dimension of the square matrix ρ, |ψi〉 its eigenvectors, λi are its eigenvalues

and
∑

i λi = 1. From this alternative form it follows that S(ρ) is invariant under a change

of basis since we know that such transformation leaves eigenvalues unchanged.

The von Neumann entropy measures how much uncertainty we have about a system.

For composite pure states S(ρpure) = 0 for we know exactly which state we are dealing

with. But if we calculate the entropy of a subsystem of a pure state we might find a

surprise: we do not have all the information about it. This leads to the natural conclusion

that we lost information about one subsystem by ignoring another subsystem. To show

this point we first define the partial trace operation, in which we discard one subsystem and

describe only the remainder subsystem. Given a density matrix ρAB describing a system

composed of two subsystems named A and B, the respective density matrix describing

subsystem A is given by tracing out B as

ρA = TrBρAB =
∑
i

〈ib|ρAB|ib〉 , (2.76)

where |ib〉 = 1A ⊗ |i〉. The definition for tracing over A is analogous.
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To use the von Neumann entropy as a measure of entanglement we trace out part of

a system and see how much information was lost about the remainder. That loss, if not

null, is a clear indication of entanglement. For example we can use eq (2.75) to quantify

the entanglement in (2.72). First we obtain S(ρBell = 0) which is not surprising since it

is a pure state. Now we trace out the second qubit and get

ρa =
1

2

1 0

0 1

 , (2.77)

with the eigenvalues 1
2
, 1

2
. So S(ρa) = log(2) = 1, indicating that we now know less about

the state of subsystem A than we know about the whole system AB.

2.6.2 Quantum Discord and Classical States

Entanglement is deeply tied to separability, but even separable states can display

some quantum correlations. This is in general attributed to quantum superpositions,

which escape detection by entanglement [33]. The "quantumness" associated with the

impossibility of measuring a state with no disturbance in any basis is captured by the

quantum discord, which we will define shortly after presenting some necessary background.

In classical information theory the amount of information contained in a random

variable x is quantified by the Shannon entropy (H),

H(x) = −
∑
x

pxlogpx, (2.78)

where px is the probability of occurrence of an event x. When H(x)=0, the random

variable x is completely determined and no new information is gained by measuring it.

A classical way of measuring correlations between two subsystems A and B is by their

mutual information I(A : B) defined as

I(A : B) = H(A) +H(B)−H(A,B), (2.79)

with an alternative but equivalent formulation

I(A : B) = H(A)−H(A|B), (2.80)
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where H(A|B) = H(A,B) −H(B) is the conditional entropy (for more details see [53]).

Now we have two ways of thinking about classical correlations: one is that they are

difference of the sum of local entropies and the total entropy; and the other is that they

tell us by how much we can reduce the entropy of one variable by measuring the other.

To generalize these concepts to quantum information theory we simply substitute the

Shannon entropy by the von Neumann entropy,

IQ(ρAB) = S(ρA) + S(ρB)− S(ρAB). (2.81)

But an analogous expression to (2.80) is more difficult to get, because the quantity

S(A/B) involves a measurement and measurements in quantum theory are basis depen-

dent and also may change the state of the system [71]. A way out is to define the quantum

conditional entropy as the average entropy of A after a measurement of B

S(A/B) =
∑
j

pjS(ρA,j). (2.82)

Since there are infinite ways to measure B we will choose one which minimizes S(A/B).

Defining the measurement on B as ΠB
j = |jB〉〈jB| the system’s density matrix after the

measurement is given by

ρAB|j =

(
1A ⊗ ΠB

j

)
ρAB

(
1A ⊗ ΠB

j

)
Tr
[(

1A ⊗ ΠB
j

)
ρAB

(
1A ⊗ ΠB

j

)] , (2.83)

and ρA,j = TrB[ρAB|j ]. So we get a new expression for the mutual information that reads

JQ(ρAB) = S(ρA)−
Min

ΠB
j

S(ρAB|ΠB
j ). (2.84)

In general expressions (2.81) and (2.84) are not equal [33,71] and we define the quantum

discord to be their difference

Q(ρAB) = IQ(ρAB)− JQ(ρAB). (2.85)

This difference is interpreted as a consequence of the impossibility of measuring a

quantum state without disturbing it, and quantifies this disturbance. So we can define

classical states as those states with no discord, which means that there is a basis in which

we can measure them without disturbance.
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There are other measurements for quantum correlations that are equivalent to quan-

tum discord and are referred to as "discord like". One such measurement is the local

quantum uncertainty (LQU) analyzed in chapter 3 which was proposed and demonstrated

to have a physical interpretation in the context of quantum metrology [34].
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Chapter 3

Scaling of the local quantum

uncertainty at a first-order quantum

phase transition

The interplay between quantum information theory and statistical mechanics has

brought emerging connections between these research fields [72–74]. In particular, it

has provided a deeper understanding about the role played by correlations in quantum

phase transitions (QPTs). A seminal result in this direction is a link between the scal-

ing of pairwise entanglement and QPTs in quantum spin chains [75, 76]. This has been

further developed by introducing a distinction between the characterization of first-order

and continuous QPTs [77,78]. For a block analysis, entanglement entropy has been found

to be related to the central charge of the Virasoro algebra associated with the confor-

mal field theory behind the critical model [79–81]. More generally, it has been shown

that quantum correlation measures such as provided by the quantum discord [33] are also

able to identify quantum criticality [82, 83]. Remarkably, pairwise quantum discord may

exhibit a more robust characterization of QPTs than pairwise entanglement in certain

cases. For instance, pairwise quantum discord between distant sites in a quantum chain

may indicate a quantum critical point, while entanglement is absent already for very short

distances [84, 85]. In addition, for finite temperatures, pairwise quantum discord is able
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to reveal the QPT by non-analyticities in its derivatives, while the pronounced behavior

in two-qubit entanglement disappears for even small temperatures [86].

In this chapter, we aim at investigating the behavior of the LQU [34] at quantum

criticality. The LQU has been introduced as a quantum discord-like measure, which is

primarily related with the skew information [87, 88]. In particular, it plays a role in the

characterization of quantum metrology protocols [34, 89]. The behavior of LQU between

pairs of spins in a quantum spin chain has been recently considered [90, 91]. Here, we

generalize this analysis by considering the LQU for blocks of arbitrary dimension D × 2

and also by discussing its finite-size behavior in first-order QPT.

More specifically, we will evaluate the LQU between a block of L quantum bits (qubits)

and one single qubit in a composite system of n qubits. We will consider a Hamiltonian

implementation of the quantum search, which is designed to find out a marked element

in an unstructured search space of N = 2n elements. By analytical evaluation, we will

show that the LQU exponentially saturates to a constant value at the critical point as we

increase the block length L. This saturation is found to be enhanced by the system size

n. On the other hand, at non-critical points, the LQU will be shown to vanish for large

n. We also consider the LQU as a function of the coupling parameter, showing that the

LQU exhibits a pronounced behavior at the quantum critical point independently of the

block sizes of L qubits. In particular, this pronounced behavior is sensitive to n, showing

a scaling behavior as we increase the size of the system.

3.1 Local quantum uncertainty

The uncertainty of an observable K in a quantum state ρ is usually quantified by the

variance V (ρ,K) = TrρK2 − (TrρK)2. It may exhibit contributions from both quantum

and classical sources. Quantum uncertainty comes from the noncommutativity between

K and ρ, being quantified by the skew (not commuting) information [87,88]

I(ρ,K) = TrρK2 − Trρ1/2Kρ1/2K. (3.1)
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Indeed, suppose ρ and K commute. Then, ρ and K have a common basis of eigenstates

{|k〉}, which means that the uncertainty of K in an individual eigenstate |k〉 vanishes.

Hence, a nonvanishing uncertainty V (ρ,K) is only possible if ρ is a classical mixing of

{|k〉}. Therefore, the commutation of ρ and K implies that V (ρ,K) has a classical origin.

The quantum uncertainty is intrinsically connected with the concept of quantum

correlation. For example, let us consider a Bell state of two qubits, namely, |ψ〉 =

(|00〉+ |11〉)/
√

2, where {|0〉, |1〉} denotes the computational basis. This is an eigenstate

of the global observable σz⊗σz, so there is no uncertainty on the result of a measurement

of such an observable. On the other hand, the measurement of local spin observables is

intrinsically uncertain for the density operator |ψ〉〈ψ|, since an entangled state cannot

be an eigenstate of a local observable. In particular, the variance V (ρ,K) for a local

observable K will vanish if and only if the state is uncorrelated.

The concept of quantum uncertainty can be extended to mixed states. In this case, the

skew information I(ρ,K) vanishes if and only if ρ is not disturbed by the measurement

of K. If K is a local observable, the states left invariant by local measurement are the

states with zero quantum discord with respect to that local subsystem [92]. The quantum

uncertainty on local observables is then intimately related to the notion of quantum

discord and, as shown in Ref. [34], it can be used as a discord-like quantifier. We are

now ready to define the local quantum uncertainty (LQU). Let ρ = ρAB be the state of

a bipartite system, and let KΓ denote a local observable on B (K is represented by a

Hermitian operator on B with nondegenerate spectrum Γ). The LQU as defined in [75],

is given by

Q(ρ) = minKΓI(ρ,KΓ). (3.2)

Notice that Q is the minimum quantum uncertainty associated to a single measurement

on subsystem B. If there is a K for which Q = 0 then there is no quantum correlation

between the two parts of the state ρ. As proved in Ref. [34], the LQU satisfies all the

good properties of a discord-like measure. An analytical expression for Q can be obtained

if we consider a bipartite D × 2 system (for more details see appendix B). In this case

Q(ρAB) = 1− λmax(WAB), (3.3)
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where λmax is the maximum eigenvalue of the 3× 3 symmetric matrix W whose elements

are given by

(WAB)ij = Tr[ρ
1/2
AB(IA ⊗ σiB)ρ

1/2
AB(IA ⊗ σjB)]. (3.4)

In this work, we will consider a set of n qubits aligned in a chain, with the bipartition in

subsystems A and B chosen as shown in Fig. 3.1.

1

n

L

Figure 3.1: Bipartition used to define the subsystems A and B for the LQU evaluation.

The size L of the block A is arbitrarily chosen and subsystem B is taken as one qubit.

3.2 LQU for the quantum search

The aim of the search problem is to find out a marked element in an unstructured list

of N candidates. In a quantum setting, it is possible to solve the search problem with

scaling
√
N , as proved by Grover [5]. Here, we consider a Hamiltonian implementation

through a quantum system composed of n qubits, whose Hilbert space has dimension

N = 2n. We denote the computational basis by the set {|i〉} (0 ≤ i ≤ N − 1). Without

loss of generality, we can assume an oracular model such that the marked element is the

state |0〉. So the implementation of the quantum search can be achieved through the

projective Hamiltonian

H(s) = (1− s)(1− |+〉〈+|) + s(1− |0〉〈0|), (3.5)

where |+〉 = (1/
√
N)
∑N−1

i=0 |i〉, and s denotes the normalized time 0 ≤ s ≤ 1. By

preparing the system in its ground state at time t = 0 and by considering an adiabatic

dynamics, it evolves to the corresponding instantaneous ground state at later times. In

particular, the system exhibits a first-order QPT at s = 1/2. The ground state energy in
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terms of the normalized time s reads

E(s) =
1−

√
1− 4s(1− s)N

2
, (3.6)

with N = 1− 1/N . For the ground state vector |ψ(s)〉, we obtain

|ψ(s)〉 =
√
a(s)|0〉+

√
c(s)

N−1∑
i=1

|i〉, (3.7)

where we have defined the quantities a(s) = 1
1+(N−1)k2

s
, c(s) = k2

s

1+(N−1)k2
s
, and ks = 1 −

E(s)

(1−s)N . Note that, in the thermodynamic limit n→∞, the structure of the Hamiltonian

implies that the LQU can only be non-vanishing at the quantum critical point, even

though its scaling is nontrivial at finite sizes. This can observed from Eq. (3.5), where

both |0〉 and |+〉 are product states that become orthogonal for n → ∞. In this limit,

the ground state is |+〉 for 0 ≤ s < 1/2, with energy E(s) = s, while the ground state is

|0〉 for 1/2 < s ≤ 1, with energy E(s) = 1− s. At s = 1/2 the ground state is degenerate.

From Eq. (3.7), |ψ(1/2)〉 will be an equal superposition of |0〉 and |+〉 for n→∞. It then

follows that Q = 0 everywhere except at s = 1/2.

In order to determine the scaling at finite size n, we consider the density matrix

ρ = |ψ(s)〉〈ψ(s)| describing the system in the ground state, which can be written as

ρ(s) =


a b b . . . b

b c c . . . c

...
...

... . . . ...

b c c . . . c


, (3.8)

where b =
√
a(s)c(s). As we trace out n′ qubits of the system, the resulting partial

density matrix ρ′(s) will be given by

ρ′(s) =


a′ b′ b′ . . . b′

b′ c′ c′ . . . c′

...
...

... . . . ...

b′ c′ c′ . . . c′


, (3.9)
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where a′ = a + (2n
′ − 1)c, b′ = b + (2n

′ − 1)c, and c′ = 2n
′
c. We observe that ρ′ is an

N ′ ×N ′ matrix, with N ′ = 2n−n
′ . Taking the square root from Eq. (3.9), we obtain

√
ρ′ =


ar br br . . . br

br cr cr . . . cr
...

...
... . . . ...

br cr cr . . . cr


, (3.10)

where we have defined

ar = λ+ + λ−, (3.11)

br = λ+β+ + λ−β−, (3.12)

cr = λ+(β+)2 + λ−(β−)2, (3.13)

β± =
c′(N ′ − 1)− a′ ± r

2b′(N ′ − 1)
, (3.14)

λ± =

√
a′+c′(N ′−1)±r

2

(1 + (N ′ − 1)(β±)2)
, (3.15)

r =
√

4(b′)2(N ′ − 1) + (a′ − c′(N ′ − 1))2. (3.16)

By rewriting Eq. (3.10) in block form, we get

√
ρ′ =


A B B . . . B

B† C C . . . C

...
...

... . . . ...

B† C C . . . C


, (3.17)

where A, B and C are 2× 2 matrices defined as

A =

ar br

br cr

 , B =

br br

cr cr

 ,
C =

cr cr

cr cr

 .
(3.18)

Now we define Mi =
√
ρ′ · (1 ⊗ σi), where σi are the 2 × 2 Pauli matrices. We now

compute the matrix elements (WAB)ij = Tr[MiMj]. This can be analytically performed
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for arbitrary size N , yielding

W1,1 = 2
(
b2
r + crar + 4qbrcr + 2q2c2

r

)
,

W2,2 = 2
(
crar − b2

r

)
,

W3,3 = a2
r − 2b2

r + c2
r,

W3,1 = W1,3 = 2
(
brar − brcr + qb2

r − qc2
r

)
,

(3.19)

with q = (N ′/2− 1) and the remaining matrix elements of W vanishing. We notice that

the matrix W would be left unchanged if we interchange blocks A and B, taking block A

as the first qubit from the left and B as the L remaining qubits. In order to obtain the

LQU, we have to find out the largest eigenvalue of WAB and use it into Eq. (3.3). Since

four entries of the matrix W have vanished, this can be done analytically as well.
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Figure 3.2: LQU between a block of length L and a single qubit at the quantum critical

point s = 1
2
. Dots represent calculated results and the continuous lines the respective

fit. An exponential saturation as a function of L is observed, with the saturation value

enhanced by the system size n. The inset shows the curve for n = 40, which approaches

the asymptotic form and can be fit by Q(L) = 1/2− ae−bL, with a ≈ 0.29 and b ≈ 0.71.

By taking the LQU between a block of length L and a single qubit, we obtain an

exponential saturation of the LQU at the quantum critical point. This is illustrated in
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Fig. 3.2, where we plot the LQU as a function of L for s = 1/2. As we can see, the

saturation value is enhanced by n and L, attaining Q = 1/2 for n → ∞ and L → ∞.

In this regime, the composite system AB is described by a pure state, with the LQU

equivalent to bipartite entanglement as measured by the linear entropy [34]. By computing

the linear entropy S(ρB) = 2 (1− Trρ2
B) from Eq. (3.7) for n → ∞ and L → ∞, we

directly obtain S(ρB) = 1/2, in agreement with the thermodynamic limit in Fig. 3.2. On

the other hand, as displayed in Fig. 3.3, the behavior of the LQU displays a "tilde" form

if the system is driven to a non-critical point. In this case, as the total number of qubits

n grows, the curve tends to vanish independently of the block length L.
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L

Figure 3.3: LQU between a block of length L and a single qubit at the non-critical point

s = 0.49. The LQU tends to vanish as we increase the size n of the system (see Inset).

The behavior of the LQU as a function of s for a fixed block size L is also remarkable.

Since we have a first order QPT, the LQU itself shows a sharp behavior at s = 1/2, as

shown in Fig. 3.4.

Indeed, this is exhibited for a pair of qubits for systems of distinct total number n of

qubits. Notice that, for L = 1, we obtain Q = 1/3 in the limit n→∞. This value comes

from the structure of |ψ(1/2)〉 in Eq. (3.7) for n → ∞, which is an equal superposition
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Figure 3.4: LQU between a pair of qubits (L = 1) as a function of the normalized time s.

The system shows a sharp behavior at the critical point as a function of the system size

n. In particular, exponential convergence of the LQU towards its thermodynamical value

is obtained for each value of s. Notice that a system with n = 30 already has the same

behaviour as one with n = 200.

of the states |0〉 and |+〉. In particular, this maximum value of Q, which is obtained at

the critical point s = 1/2, strongly depends on L. This is illustrated in Fig. 3.5, where

it is shown that the maximum value of the LQU increases along with the total number n

of qubits in the system and L for the block, approaching Q = 1/2 in the limit of both L

and n approaching infinity.

3.3 Results

We have investigated the scaling properties of the LQU at a first-order QPT in the

quantum search problem. We have considered the behavior of the LQU in terms of either

the block size L or the coupling parameter inducing the QPT. In both cases the QPTs are

precisely identified by the LQU, suggesting the measurement of the LQU to be a viable

method to find and classify QPTs in other situations as well. We notice that in all cases

the observed scaling with problem size was exponential, demonstrating fast convergence
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Figure 3.5: The maximum of the LQU for distinct sizes L of blocks.

to saturation. This is in agreement with the well known fact that the quantum search

at best scales exponentialy in time with system size, which is related to the exponential

shrinking of the energy gap in a first order QPT.
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Chapter 4

Dynamics of the quantum search and

quench-induced first-order phase

transitions

The implementation of quantum technologies is fundamentally based on a precise

control of quantum systems. This requires the ability of keeping track of the quantum

dynamics along a desired path in Hilbert space. In this direction, a successful strategy

is provided by the adiabatic theorem of quantum mechanics [28, 93, 94]. We have seen

that it states that a system that is initially prepared in an eigenstate of a time-dependent

Hamiltonian H(t) will evolve to the corresponding instantaneous eigenstate at a later time

T , provided that H(t) varies smoothly and that T is much larger than (some power of) the

relevant minimal inverse energy gap (see, e.g., Ref. [95–97]). The adiabatic theorem is the

basis for the paradigm of AQC [98]. A highly related but distinct protocol has currently

been implemented and commercially manufactured through QA devices [13, 99], which

are based on quantum tunnelling due to interactions with a low temperature bath [100].

Such QA devices constitute a promising approach for quantum information processing

(see, e.g. Refs. [20, 21,101,102]).

In AQC, the ground state of H(t) adiabatically evolves from an initial simple state

to a final state containing the solution of the problem. If the process is performed slowly
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enough, the adiabatic theorem ensures that the system stays close to the ground state

of H(t) throughout the evolution. At the final time T , measuring the state will give the

solution of the original problem with high probability. However, the presence of a quantum

phase transition (QPT) [29] will imply in the slowdown of the adiabatic evolution, leading

to the appearance of excitations during the quantum dynamics. This phenomenon is well

described by the Kibble-Zurek mechanism (KZM) for second-order QPTs [103, 104]. In

the quantum realm, a cornerstone lattice model in statistical mechanics illustrating the

KZM is the transverse-field Ising spin-1/2 chain [105–107]. In such a case, the ramping

from the paramagnetic regime to the ferromagnetic ordering does not asymptotically end

up in a fully ferromagnetic state. Instead, the system will be described by a mosaic of

ordered domains whose finite size depends on the rate of the transition. In particular,

in the case of second-order QPTs, KZM predicts that the size of the ordered domains

scales with the transition time as a universal power law, which is provided in terms of a

combination of critical exponents. This approach also reveals many-body critical features

close to QPTs through the dynamics of the entanglement spectrum [108,109].

The aim of this chapter is to investigate the excitation dynamics at a first-order QPT.

In this direction, we will consider the quench-induced QPT in the quantum search Hamil-

tonian [32, 58], which implements a quantum algorithm whose target is to find out a

marked element in an unstructured list [5]. As a first contribution, we will provide the ex-

act dynamics of the model in terms of a single Riccati differential equation [110]. We will

then apply this exact solution in the characterization of the first-order QPT as well as its

associated excitation dynamics. For a first-order classical phase transition, KZM has been

recently considered in the case of the two-dimensional Potts model [111,112]. In that case,

it has been shown that an important role is played by the boundary conditions adopted,

which imply different scaling laws for the ordered domains. The search Hamiltonian is

translationally invariant, which leads to scaling laws that will be shown to be compatible

with those for periodic boundary conditions appearing in the classical case. In particu-

lar, we will also discuss the probabilities of success of determining the marked element

along the quantum evolution by adopting either global or local adiabaticity strategies.
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Moreover, we will determine the disturbance of the quantum criticality as a function of

the system size. We will then show that the critical point exponentially converges to its

thermodynamic limit even in a fast evolution regime. This will be characterized by both

entanglement QPT estimators [113] (see also Ref. [114]) and the Schmidt gap [115]. As

in the transverse-field Ising spin-1/2 chain, the excitation pattern will be manifested in

terms of quantum domains separated by kinks. However, instead of a power law, the kink

density will then be shown to follow an exponential scaling as a function of the evolution

speed, which can be interpreted as a KZM for first-order QPTs.

4.1 Dynamics of the quantum search

The search problem aims at finding out a marked element in an unstructured list of N

items. In a quantum setting, it can be solved with scaling
√
N , as proven by Grover [5].

Again, we consider a Hamiltonian implementation through a quantum system composed

of n quantum bits (qubits), whose Hilbert space has dimension N = 2n. The qubits can

be taken here as spin-1/2 degrees of freedom arranged in a chain. We denote the computa-

tional basis by the set {|i〉}, with 0 ≤ i ≤ N−1. Without loss of generality, we can assume

an oracular model such that the marked element is the state |0〉. So the implementation

of the quantum search can be achieved through the projective Hamiltonian

H(s) = f(s)(1− |+〉〈+|) + g(s)(1− |0〉〈0|), (4.1)

where |+〉 = (1/
√
N)
∑N−1

i=0 |i〉 and s denotes the normalized time s = t/T (0 ≤ s ≤

1), with T the total time of evolution. The Grover search has motivated a number of

small scale experimental realizations in different physical architectures [18,116–123]. The

adiabatic search algorithm starts in s = 0 with the quantum system prepared in the

uniform superposition provided by |ψ(0)〉 = |+〉. This initial state can be split up in the

form

|ψ(0)〉 = a(0) |0〉+ p(0)
N−1∑
i=1

|i〉 , (4.2)
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with a(0) = p(0) = 1/
√
N . The system dynamics is then governed by Schrödinger

equation which, in terms of the normalized time s, can be written as

H(s)|ψ(s)〉 =
i

T
|ψ′(s)〉, (4.3)

with ~ = 1 and the prime symbol denoting derivative with respect to s. Since the Hamil-

tonian preserves the form of the initial state given in Eq. (4.2), with |0〉 as a privileged

state, the quantum evolution of |ψ(0)〉 implies in

|ψ(s)〉 = a(s) |0〉+ p(s)
N−1∑
i=1

|i〉 , (4.4)

with a(s) and p(s) to be determined by the solution of Eq. (4.3). In order to solve

Schrödinger equation, we first notice that, by defining |ψ(s)〉 ≡ a(s)|χ(s)〉, Eq. (4.3)

becomes [
H(s)− i

T

a′(s)

a(s)
1

]
|χ(s)〉 =

i

T
|χ′(s)〉, (4.5)

where

|χ(s)〉 = |0〉+ k(s)
N−1∑
i=1

|i〉 , (4.6)

with k(s) = p(s)/a(s). Now, observe that

H(s)|χ(s)〉 = f(s)N [1− k(s)] |0〉

+

[
−f(s)

N
(1− k(s)) + g(s)k(s)

]N−1∑
i=1

|i〉 , (4.7)

with N = 1− 1/N . Then, by inserting Eq. (4.7) into Eq. (4.5), we obtain

f(s)N [1− k(s)]− α(s)

T
= 0, (4.8)

−f(s)

N
[1− k(s)] + g(s)k(s)− α(s)

T
k(s) =

i

T
k′(s), (4.9)

with α(s) = i a′(s)/a(s). From Eq. (4.8), we can solve the dynamics for a(s), yielding

a(s) =
1√
N

exp

{
−iT

∫ s

0

f(s′)N [1− k(s′)] ds′
}
. (4.10)

Notice that, in Eq. (4.10), we have the exponential of a complex number, since k(s) may in

general exhibit real and imaginary parts. Indeed, the norm of a(s) varies with s, since the
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algorithm targets on maximizing this probability amplitude at the end of the evolution.

We can also use Eq. (4.8) to eliminate α(s) in Eq. (4.9). It then follows that k(s) can be

obtained by solving

i

T
k′(s) = f(s)Nk2(s) +

[
g(s) + f(s)− 2f(s)N

]
k(s)

−f(s)(1−N), (4.11)

which is a Riccati equation, i.e. a first-order ordinary differential equation for k(s) that is

quadratic in k(s) [110]. Provided the solution of Eq. (4.11), we are able to exactly describe

the dynamics of the quantum search for an arbitrary number n of qubits. Eq. (4.11) is

rather general, holding for any interpolation defined by the functions f(s) and g(s). The

choice of such functions affects the energy gap from the ground state to the first excited

state, which determines the time scale of the algorithm.

4.2 Success Probabilities

In order to investigate the success probabilities of the adiabatic quantum search via

Eq. (4.11), we have to define the interpolation scheme for the functions f(s) and g(s). As

a first step, let us consider the lowest eigenvalues of the eigenspectrum of H(s), which are

provided by

E±(s) =
1±

√
1− 4f(s)g(s)N

2
, (4.12)

where E−(s) denotes the ground state energy, while E+(s) is the energy associated with

the first excited state. Their corresponding eigenstates read

|E±(s)〉 = N±(s)

[
|0〉+ b±(s)

N−1∑
i=1

|i〉

]
, (4.13)

where

b±(s) = 1− E±(s)

Nf(s)
, (4.14)

and N±(s) = 1/
√

1 + (N − 1)b±(s)2. This implies into a gap given by

∆E(s) = E+(s)− E−(s) =

√
1− 4f(s)g(s)N. (4.15)
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In order to stay close to the ground state of H(s), we will impose the adiabatic condi-

tion [94]

T � max
s

D(s)

∆E2(s)
, (4.16)

where D(s) = |〈E+(s)|H ′(s) |E−(s)〉|. In order to evaluate the adiabatic time condition

and then analyze the success probabilities of the algorithm, we will consider both global

and local adiabatic strategies. In both cases, the system exhibits a first-order QPT at

sc = 1/2, with the energy gap from the ground state to the first excited state exponentially

shrinking as a function of the input size n. This implies that, no matter how slowly the

system is dynamically driven, its evolution cannot follow the time-dependent ground state

close to the quantum critical point. More specifically, the system will exhibit excitations

manifested through the presence of kinks separating domain walls as the instantaneous

vector state undergoes the QPT.

4.2.1 Global adiabatic evolution

The simplest evolution strategy is to adopt global adiabaticity through a linear inter-

polation, namely,

f(s) = 1− s,

g(s) = s.

Therefore, we can directly obtain the running time of the algorithm as T � TGA, with

TGA denoting the characteristic time scale for global adiabaticity, which reads

TGA = max
s

D(s)

∆E2(s)
= O(N), (4.17)

with O(N) denoting asymptotic upper bound N on the growth rate of TGA. Notice then

that TGA provides the adiabatic scale for the running time of the algorithm as a function

of the size of the list. In the particular case of the global adiabaticity strategy, we obtain

a linear scaling O(N), which is equivalent to the expected scaling in a classical search

approach [53]. In the quantum setting, we can now analyze the probability of success

P0(s) = |〈0|ψ(s)〉 |2 as a function of time. The results are displayed in Fig. 4.1, where
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we consider the dimensionless running ratio τGA = T/TGA as a measure of adiabaticity.

For fast evolutions compared to TGA, the adiabatic theorem is far from satisfied, which

implies into a low probability of success P0(s). On the other hand, P0(s) improves as the

total time gets much greater than TGA. Notice also that strong oscillations occur close

to the critical point sc = 1/2, which are reduced at the end of the evolution. This is a

consequence of the stiffness of the ordinary differential equation (ODE) system [124].
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Figure 4.1: Probability of success P0(s) as a function of the normalized time s for n = 10

qubits for several dimensionless running rates τGA, under a global adiabaticity strategy.

4.2.2 Local adiabatic evolution

We can improve the time scaling by imposing a local adiabaticity strategy [32,58], i.e.

by dividing the total time into infinitesimal time intervals and applying the adiabaticity

condition given by Eq. (4.16) locally to each of these intervals. By using this procedure,

it can be shown that the runtime is minimized for the path (see, e.g. Ref. [59])

f(s) = 1− g(s),

g(s) =

√
N − 1− tan

[
arctan

(√
N − 1

)
(1− 2s)

]
2
√
N − 1

.

This results in a quadratic speedup over the classical search, i.e., we obtain the time

complexity TLA = O(
√
N) expected by the Grover quantum search [32,58].
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Figure 4.2: Probability of success P0(s) as a function of the normalized time s for n=10

qubits for several dimensionless running rates τLA, under a local adiabaticity strategy.

We can now analyze the probability os success P0(s) = |〈0|ψ(s)〉 |2 as a function of

time for the local strategy. The results are displayed in Fig. 4.2, where we consider the

dimensionless running ratio τLA = T/TLA as a measure of adiabaticity. Notice that the

local adiabatic dynamics are more stable, with the success probability converging faster

after the critical point s = 1/2 to its final value at s = 1. Bearing in mind the improved

asymptotic scaling O(
√
N) of the local adiabaticity strategy, the absence of stiffness in the

ODE system, and the smoothness of its probability of success as a function of s, we will

adopt this interpolation in the subsequent analysis of the QPT dynamics and quantum

domains formation.

4.3 Quench-induced first-order QPT

4.3.1 QPT Estimator

The characterization of quantum criticality via entanglement estimators [113, 114] is

based on the detection of quantum critical points by exploring the distinct behavior of

the entanglement entropy in critical and noncritical systems. To begin with, we consider

the instantaneous evolved state |ψ(s)〉 as given by Eq. (4.4). By defining a bipartition
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AB in the quantum system, the density operator of the composite system can be written

as ρAB(s) = |ψ(s)〉〈ψ(s)|. Then, the von Neumann entropy for the subsystem A reads

E(ρA) = −
∑
i

λi[ρA] log(λi[ρA]), (4.18)

where λi[ρA] denotes the eigenvalues of the reduced density operator ρA = TrBρAB. The

entropy E(ρA) itself could, in principle, be used to characterize the quantum criticality.

However, it usually requires much larger lattices to achieve the same precision as compared

with the QPT estimator approach to continuous QPTs [113]. In this scenario, we consider

the difference between entanglement entropies for two subsystems with different sizes in a

first-order QPT setting and look to compare it with the known continuous QPT behaviour.

Here, we will choose blocks of qubits with sizes n/2 and n/4. Due to the high level of

symmetry in this model it is not relevant if these blocks are or not continuous. Then, the

QPT estimator ∆
(n)
E (s) is defined as

∆
(n)
E (s) = E(ρn/2)− E(ρn/4). (4.19)

By adopting the local adiabatic interpolation, we provide in Fig. 4.3 the behavior of

the quench-induced QPT estimator for n = 8 for several dimensionless times τLA. As

originally observed in Refs. [113,125], ∆
(n)
E (s) locates a first-order QPT through a peak at

the quantum critical point for finite sizes lattices, with the peak tending to shrink as the

system size is increased. Here, Fig. 4.3 exhibits this peak for τLA > 1, which means a total

evolution time T larger than the Grover scaling O(
√
N). For short times τLA, the peak

disappear. Remarkably, the QPT can still be located through the change of concavity in

∆
(n)
E (s).

We now analyse the scaling behavior of ∆
(n)
E (s) for different system sizes n. We take

the local adiabatic strategy in the fast evolution regime. The results are shown in Fig. 4.4.

Notice that there is a jump in ∆
(n)
E (s) as a function of s around the critical point sc = 1/2,

with the plateau after the critical point decreasing as the size n gets larger. In the upper

inset, we show the plateau height obeys an exponential scaling law as a function of n.

In the lower inset, we show that that the finite size precursor sm of the critical point

exponentially converges to its thermodynamic limit sc, with sm defined as the time s for
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Figure 4.3: QPT estimator ∆
(n)
E (s) for n = 8 under local adiabatic evolution for several

dimensionless running rates τLA.
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Figure 4.4: Estimator for n ∈ [8, 64] and dimensionless time τLA = 0.1 in the local

adiabatic regime as a function of the normalized time s. The final plateau height at s = 1

can be fit as ln[∆
(n)
E (s = 1)] = −0.18n − 3.5 − 6.7/n. The precursor sm of the critical

point sc exponentially converges as ln[sm − sc] = −0.35n− 0.95

.

which ∆
(n)
E (s) exhibits an inflection point. This result is remarkable in the sense that the

critical point can be precisely detected by the QPT estimator even in the fast evolution
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regime, with exponential convergence of sm towards the critical point sc for this model.

4.3.2 Schmidt Gap

The Schmidt gap ∆
(n)
G (s) is defined as the difference between the two highest eigen-

values of the reduced density matrix ρA in a composite system AB of n qubits described

by the density operator ρAB. Here, we will compute the Schmidt gap by splitting up

the system into two continuous parts with equal size n/2 and using the reduced density

matrix after tracing out one of the parts. When approaching a quantum phase transition,

∆
(n)
G (s) has been shown to signal the critical point and to scale with universal critical

exponents [115]. For the first-order QPT of the quantum search Hamiltonian, we can also

show that ∆
(n)
G (s) is able to detect the critical point with exponential convergence, as in

the case of the QPT estimator. This result is illustrated in Fig. 4.5, where we plot ∆
(n)
G (s)

as a function of the normalized time s for several system sizes n. As n increases, ∆
(n)
G (s)

shows a behavior closer to a ladder function.
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Figure 4.5: Schmidt gap ∆
(n)
G (s) for n ∈ [8, 64] and dimensionless time τLA = 0.1 in the

local adiabatic regime as a function of the normalized time s. The precursor sm of the

critical point sc exponentially converges as ln[sm − sc] = −0.34n− 1.96
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4.4 Quantum domains and kink dynamics

In this Section, we will analyze the formation of defects in the quantum search dynam-

ics. The initial state for the Hamiltonian in Eq. (4.1) is |ψ(0)〉 = (1/
√
N)
∑N−1

i=0 |i〉, which

corresponds to a completely polarized state in the Pauli σx eigenbasis. The final expected

state, after an ideal adiabatic evolution, is the ferromagnetic state |ψ(s = 1)〉 = |0〉, which

is completely polarized in the Pauli σz eigenbasis. However, for a quench-induced QPT

driven by a finite-time ramping, KZM implies into a final state composed by a mosaic

of quantum domains separated by kinks. A quantitative discussion has been provided

in details for a second-order QPT, with the kink density following a typical power-law

behavior [105–107]. Let us now discuss the kink density behavior for the case of first-order

QPTs and verify if it can differentiate it from continuous QPTs. We begin by defining

the number of kinks through the following observable:

Nk = 1/2
n−1∑
i=0

(1− σzi σzi+1). (4.20)

Its expectation value as a function of the normalized time s is then

nk(s) = 〈ψ(s)|Nk|ψ(s)〉 = |a(s)|2 〈χ(s)|Nk|χ(s)〉, (4.21)

where we have used that |ψ(s)〉 = a(s)|χ(s)〉. From the normalization of the state vector

|ψ(s)〉 in Eq. (4.4), we obtain

|a(s)|2 =
1

1 + (N − 1) |k(s)|2
, (4.22)

with k(s) = p(s)/a(s). Moreover, by using |χ(s)〉 as given in Eq. (4.6), we observe that

the operator σzi will act on the state |χ(s)〉 by changing the sign of N/2 vector elements

from k(s) to −k(s). Then

〈χ(s)|σzi σzi+1 |χ(s)〉 = 1− |k(s)|2 . (4.23)

In order to investigate the domain formation in terms of the evolution speed, we define

the density of kinks as

dk(s) =
1

n
Nk(s). (4.24)
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By using Eqs. (4.22) and (4.23) into Eq. (4.21), we obtain

dk(s) =
2n−1|k(s)|2

1 + (2n − 1)|k(s)|2
, (4.25)

Observe that the kink density is completely characterized by the amplitude k(s), as given

by Eq. (4.25). This is highly unusual in comparison with the usual KZM. It is a conse-

quence of both the initial superposition required by the quantum algorithm [as in Eq. (4.2)]

and the Hamiltonian symmetry, which imposes a uniform superposition of all computa-

tional states |i〉 for i 6= 0 throughout the evolution [as in Eq. (4.4)]. Moreover, there

is no one-to-one association between the energy cost of a domain configuration and the

excitation density, due to the tower of degenerate excited states arising from the projector

structure of the Grover Hamiltonian, as given by Eq. (4.1).

The behavior of the kink density as a function of the normalized time s for fast and

slow ramps is illustrated in Fig. 4.6, where the local adiabatic strategy is adopted. Notice

that, as we increase the dimensionless time τLA, the kink density tends to decrease at

s = 1, yielding a final state closer to the ferromagnetic state. On the other hand, in the

fast regime, higher excitations are found in the final state, with a kink density closer to its

value in the original initial state. This result can be already observed for a small lattice

such as n = 8 and is shown to hold for larger sizes such as n = 64 qubits. In particular, the

larger the size, the closer is the kink density to a ladder function. In Fig. 4.7 we consider

the kink density as a function of the dimensionless speed 1/τLA for n = 64 qubits. As we

can see, the kink density obeys an exponential law for its scaling in terms of 1/τLA. In

the inset, we show that the usual power law behavior predicted by KZM for second-order

QPTs cannot be applied here. Instead, we obtain a KZM for first-order QPTs, where the

quantum domains appear as expected by a finite speed, but with an exponential scaling

law. In particular, the convergence of the kink density is now much faster than in the

case of the traditional KZM, which is due to the exponential behavior of the first-order

QPT.
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Figure 4.6: Kink density dk(s) as a function of the normalized time s for n = 8 and

n = 64 qubits, where fast and slow speed regimes in terms of the dimensionless time τLA

are considered.
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a = 0.73 and b = 0.37. In the inset, we see a log-plot and its best linear fit, which shows
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4.5 Results

We have investigated the dynamics of a first-order QPT through the analysis of the

quantum search problem. After deriving the exact evolution in terms of a single Riccati

equation, we investigated the disturbance of the criticality due to the evolution rate. We

have shown that the critical point exponentially converges to its thermodynamic limit

as a function of the system size. This scaling law, which is manifested both in QPT

entanglement estimators and in the Schmidt gap, holds even in a fast evolution regime.

This shows that the characterization of the critical point is robust against quench-induced

evolutions. Remarkably, the QPT estimator does not show a peak in a fast regime, as it

is usual for an ideal adiabatic transition. However, it indicates a characterization through

an inflection point in the QPT estimator measure.

Concerning the excitation dynamics, we have derived a KZM for first-order QPTs,

indicating the existence of an exponential law for the kink density in terms of the di-

mensionless speed. This situation is rather different from the typical (second-order QPT)

instances of the KZM, where a polynomial scaling is expected. In particular, this implies

that the kink density might be a useful tool to characterize the order of a quench-induced

QPT. Moreover, it is related to the disturbance in both the QPT entanglement estimator

and Schmidt gap in the dynamical regime. Since there in no association between en-

ergy cost and domain sizes (due to the tower of degenerate excited states), the evolution

rate mainly determines the presence or absence of domain walls if a detection scheme

(measurement) is performed on the system. In any case, for the Grover dynamics, the

kink density still reflects an exponential behavior as a function of the evolution rate (as

illustrated in Fig. 4.7).

The quantum search Hamiltonian is the main representative of a larger class of projector-

based Hamiltonians, which can be used to implement more general quantum algorithms.

We expect the pattern of excitation dynamics derived in our work applies to these gen-

eralized models as well (including the quench-induced QPT behavior). Naturally, these

models are very different from the usual KZM in Ising spin glasses, e.g. in Ref. [126].
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Chapter 5

Superadiabatic quantum friction

suppression in finite-time

thermodynamics

We have seen that, in AQC, finite-time evolution leads to errors in the form of kinks in

the spin chain implementing the algorithm. We have also briefly shown in chapter 2 that

there is a technique called counterdiabatic driving developed for suppressing these errors.

Unfortunately we also showed that such a technique may require previous knowledge of the

answer to be applicable to the quantum search Hamiltonian. For an algorithm to be able

to benefit from this technique we know it must be complex enough to be programmable

and simple enough for us to be able to implement counterdiabatic driving without previous

knowledge of the solution and without many-body interaction terms in the Hamiltonian.

Looking for a first step in this direction we turn now to the thermodynamics of a quantum

engine, which despite not being programmable is challenging enough to be of interest and

simple enough to be currently achievable in laboratory conditions.

The quest for the optimal performance of thermal machines and efficient use of en-

ergy resources has motivated the development of finite-time thermodynamics. At the

macroscale, thermodynamic cycles are operated in finite time to enhance the output

power, at the expense of inducing friction and reducing efficiency. Analyzing the trade-
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off between efficiency and power has guided efforts in design and optimization [127–129].

The advent of unprecedented techniques to experimentally control and engineer quan-

tum devices at the nanoscale has shifted the focus to the quantum domain. A quantum

engine is an instance of a thermal machine in which heat [130, 131] and other quan-

tum resources [132, 133] can be used to produce work. The experimental realization of

a single-atom heat engine [134] and a quantum absorption refrigerator [135] have been

demonstrated using trapped ions.

The adiabatic theorem [93] dictates that excitations are formed during fast driving of

the working substance, leading to the emergence of quantum friction, which we quantify

by the extra energy spent in expanding the trap from the same initial configuration to

the same final configuration, but in an adiabatic evolution. Trading efficiency and power

remains a predominant strategy in finite-time quantum thermodynamics, e.g., of ground-

state cooling [136–139]. In parallel, new efforts have been devoted to completely suppress

friction in finite-time quantum processes. A systematic way of achieving this goal is

provided by shortcuts to adiabaticity (STA): fast nonadiabatic processes that reproduce

adiabatic dynamics, e.g., in the preparation of a target state [140]. The use of STA

provides a disruptive approach in finite-time thermodynamics and has motivated proposals

for superadiabatic thermal machines, operating at maximum efficiency and arbitrarily

high output power [69,141–143] at the cost of implementing more complex evolutions. STA

engineering is facilitated by counterdiabatic driving [66,67], whereby an auxiliary control

field speeds up the evolution of the system through an adiabatic reference trajectory in

a prescheduled amount of time. Experimental demonstrations of counterdiabatic driving

have focused on effectively single-particle systems at zero temperature [144–147]. Tailoring

excitation dynamics is expected to be a daunting task in complex systems. Yet efficient

quantum thermal machines offering scalability require the superadiabatic control of the

finite-time thermodynamics in many-particle systems [69]. In this chapter we describe and

report the suppression of quantum friction in the finite-time thermodynamics of a strongly-

coupled quantum fluid. In our experiment, we implement friction-free superadiabatic

strokes with a unitary Fermi gas in an anisotropic time-dependent trap as a working
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medium.

The unitary regime is reached when the scattering length governing the short-range in-

teractions in a spin-1/2 ultracold Fermi gas at resonance greatly surpasses the interparticle

spacing [148,149]. This strongly-interacting state of matter is described by a nonrelativis-

tic conformal field theory [150]. The controllability of the external trap potential and

interatomic interactions in this system allows for the preparation of well-defined many-

body states and the precise engineering of time-dependent Hamiltonians. This provides

unprecedented opportunities for studying strongly interacting nonequilibrium phenom-

ena [151].

In particular, the emergent scale-invariance symmetry at unitarity facilitates the real-

ization of superadiabatic strokes by the counterdiabatic driving scheme. The work done in

a stroke induced by a modulation of the trap frequency can be described by a probability

distribution [152]. The mean work equals the difference between the energy of the cloud

brought out of equilibrium at the end of the stroke and its initial equilibrium value. For

a unitary dynamics, the emergent scaling symmetry at strong coupling [153] dictates the

evolution of the nonadiabatic energy in terms of the cloud density profile.

5.1 Finite-time thermodynamics of a unitary Fermi gas

in a time-dependent anisotropic trap

The Hamiltonian of a unitary Fermi gas confined in a 3D anisotropic harmonic trap

whose frequency is time dependent is given by

H(t) =
N∑
i=1

∑
j={x,y,z}

[
p2
i,j

2m
+

1

2
mω2

j (t)x
2
i,j

]
+
∑
k<l

U(rk − rl), (5.1)

where ωj (j = x, y, z) is the corresponding trapping frequency along the j-axis and pi,j

(xi,j) is the momentum (position) of the i-th particle in the j-axis, m is the particle mass,

U is a two-body interacting potential and the vector rq represent the 3D position of the

q-th particle. The short-range pair-wise interaction potential becomes a homogeneous
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function of degree −2 in the unitary regime, satisfying [149]

U(λr) =
1

λ2
U(r), (5.2)

where λ is a scalar. In what follows it is convenient to rewrite the total Hamiltonian H(t)

as the sum

H(t) = H0 +Htrap(t), (5.3)

where

H0 =
N∑
i=1

∑
j={x,y,z}

[
p2
i,j

2m

]
+
∑
k<l

U(rk − rl), (5.4)

Htrap(t) =
N∑
i=1

∑
j={x,y,z}

[
1

2
mω2

j (t)x
2
i,j

]
. (5.5)

For an exact treatment of the finite-time thermodynamics we compute the nonadia-

batic evolution of the mean work. To this end, we note that in the Heisenberg picture

d

dt
H0 =

1

i~
[H0, H(t)]

=
1

i~
[H0, Htrap(t)]

=
1

i~

 N∑
i=1

∑
j={x,y,z}

(
p2
i,j

2m

)
+
∑
k<l

U(rk − rl),
N∑
i=1

∑
j={x,y,z}

(
1

2
mω2

j (t)x
2
i,j

)
=

1

4i~

 N∑
i=1

∑
j={x,y,z}

p2
i,j,

N∑
i=1

∑
j={x,y,z}

ω2
j (t)x

2
i,j


=

1

4i~

N∑
i=1

∑
j={x,y,z}

ω2
j (t)

[
p2
i,j, x

2
i,j

]
=

1

4i~

N∑
i=1

∑
j={x,y,z}

ω2
j (t) (−2i~{xi,j, pi,j})

= −1

2
m

N∑
i=1

∑
j={x,y,z}

ω2
j (t)

d

dt
x2
i,j, (5.6)

where we used that d
dt
x2
i,j = 1/m{xi,j, pi,j} in the last step. We now introduce the collective

coordinate operators

R2
j =

N∑
i=1

x2
i,j, j = x, y, z, (5.7)
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and define via their expectation values the scaling factors

bj(t) =

[ 〈R2
j (t)〉

〈R2
j (0)〉

]1/2

. (5.8)

Since the system is at equilibrium at t = 0 and lacks any intrinsic scale we can argue

that its ground state energy can only be a function of ~ and the trap frequencies ωj [154].

If we expand such function in a Laurent series we know by dimensional analysis that it

must be of the form

〈H(0)〉 = ~
∑
a,b

ka,bω
a
xω

b
yω

1−a−b
z , (5.9)

with ka,b being some constant. We notice that∑
j

ωj∂ωj
〈H(0)〉 = ~

∑
a,b

aka,bω
a
xω

b
yω

1−a−b
z + bka,bω

a
xω

b
yω

1−a−b
z + (1− a− b)ka,bωaxωbyω1−a−b

z ,

= ~
∑
a,b

ka,bω
a
xω

b
yω

1−a−b
z ,

= 〈H(0)〉 . (5.10)

Then we can use Hellmann-Feyman theorem [155] (for a proof of the theorem see

appendix C) to see that

∂ωj
〈H(0)〉 =

〈
∂ωj

H(0)
〉

= mωj,0
〈
R2
j (0)

〉
. (5.11)

Now combining (5.10) and (5.11) we get

〈H(0)〉 =
∑
j

mω2
j,0

〈
R2
j (0)

〉
. (5.12)

Along with the equipartition of energy approximation, we find that

〈R2
j (0)〉 =

1

3mω2
j,0

〈H(0)〉, j = x, y, z. (5.13)

Using (5.13) and (5.8) the expectation value of Eq. (5.6) can thus be written as

d

dt
〈H0〉 = −1

2
m
∑

j=x,y,z

ω2
j (t)

d〈R2
j (t)〉
dt

= −1

6

∑
j=x,y,z

ω2
j (t)

ω2
j,0

db2
j

dt
〈H(0)〉

= −1

3

∑
j=x,y,z

ω2
j (t)

ω2
j,0

bj ḃj〈H(0)〉. (5.14)
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For a 3D unitary Fermi gas, the scaling factors are coupled via the evolution equations

[156]

b̈j + ω2
j (t)bj =

ω2
j,0

bjΓ(t)2/3
, j = x, y, z, (5.15)

where the volume scaling factor is given by Γ(t) =
∏

j bj(t).

Combining (5.15) and (5.14) to substitute ω2
j (t)

ω2
j,0
bj, we rewrite the rate of change of the

expectation value of H0 as

d

dt
〈H0〉 =

1

3

∑
j=x,y,z

(
ḃj b̈j
ω2
j,0

− ḃj
bjΓ2/3

)
〈H(0)〉

=
d

dt

(
1

2Γ2/3
+

1

6

∑
j=x,y,z

ḃ2
j

ω2
j,0

)
〈H(0)〉. (5.16)

As for the variation of the expectation value of the trapping potential term, from (5.5)

and (5.7) it simply reads

d

dt
〈Htrap(t)〉 =

d

dt

(
1

6

∑
j=x,y,z

ω2
j (t)

ω2
j,0

b2
j

)
〈H(0)〉. (5.17)

The exact expression for the nonadiabatic mean energy directly follows from integrating

the differential equation

d

dt
〈H〉 =

d

dt
〈H0 +Htrap(t)〉, (5.18)

with the initial boundary condition 〈H(t = 0)〉 = 〈H(0)〉 and reads

〈H(t)〉 =

[
1

2Γ2/3
+

1

6

∑
j=x,y,z

ḃ2
j + ω2

j (t)b
2
j

ω2
j,0

]
〈H(0)〉, (5.19)

which is the central result of this section, from which all finite-time thermodynamics can

be derived. In the adiabatic limit under slow driving (ḃj = 0 and since bj is a well behaved

function, b̈j=0 in (5.15)), the adiabatic scaling factor reads

bj,ad(t) =
1

Γ
1/3
ad

ωj,0
ωj(t)

, (5.20)

Γad(t) =
∏
j

bj,ad(t). (5.21)
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Therefore, the instantaneous adiabatic mean energy reads

〈H(t)〉ad =
1

Γ
2/3
ad

〈H(0)〉. (5.22)

In characterizing the finite-time thermodynamics of isolated quantum systems, the

ratio of the nonadiabatic and adiabatic mean energies plays a crucial role and is known

as the nonadiabatic factor [157,158]

Q∗(t) = 〈H(t)〉/〈Had(t)〉ad. (5.23)

Then, the nonadiabatic factor is calculated from (5.22) and (5.19) to be

Q∗(t) = Γad(t)
2/3

[
1

2Γ2/3
+

1

6

∑
j=x,y,z

ḃ2
j + ω2

j (t)b
2
j

ω2
j,0

]
, (5.24)

and determines the nonadiabatic mean work

〈W (t)〉 = 〈H(t)〉 − 〈H(0)〉 = (Q∗(t)/Γ
2/3
ad (t)− 1)〈H(0)〉, (5.25)

where we used that since we only dealt with unitary transformations there was no heat

transfer between system and environment. The attentive reader will notice that all results

in this section were given as a function of 〈H(0)〉. This is necessary because of the unknown

exact number of atoms in the trap after the evaporative cooling phase and the complex

nature of the interaction U of which our model only states the scaling property (5.2).

These two constraints make it impossible to give a theoretical prediction on the ground

state energy. But if this ground state energy is given, we have just shown how to obtain

its change as function of time.

5.2 Local counterdiabatic control of the finite-time ther-

modynamics of a unitary Fermi gas

When a system undergoes a process in which it goes from one state to another by

spending more energy then the necessary by adiabatic evolution we name this extra en-

ergy to be lost by quantum friction. Quantum friction is evidenced during dynamical
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processes by values of Q∗(t) > 1, showing that some energy is being lost by becoming

disordered motion inside the cloud instead of being used to produce work. To suppress

friction, the counterdiabatic driving technique [66, 67] can be exploited in combination

with dynamical scaling laws [30, 159] to set Q∗ = 1. We refer to such superadiabatic

control as counterdiabatic driving (CD).

Our approach to achieve superadiabatic control relies on first designing a desirable

reference trajectory by specifying the modulation of the parameters of the Hamiltonian,

i.e., ωj(t). Subsequently, we consider an alternative protocol with frequencies ωj(t) →

Ωj(t) that lead to the same final state than the adiabatic evolution corresponding to

ωj(t). The modified protocol with trap frequencies Ωj(t) can be found for an arbitrary

value T of the duration of the stroke, provided that Ωj(t) can be implemented.

To design the reference evolution of the cloud we impose the following boundary

conditions

ωj(0) = ωj,0, ωj(T ) = c−2
j,fωj(0),

ω̇j,0 = 0, ω̇j,f = 0, (5.26)

ω̈j,0 = 0, ω̈j,f = 0,

and cf,j = ωj(T )/ωj(0) is set by the ratio of the initial and final target trap frequency.

We determine a possible choice for the time-dependent scaling factors via the polynomial

ansatz ωj(t) = ωj,0
∑

n kn(t/T )n. Specifically,

ωj(t) = ωj(0){1 + (c−2
f,j − 1)[10s3 − 15s4 + 6s5]}, (5.27)

where s = t/T . Consequently, the reference expansion factor is set by the adiabatic

consistency equations

bj(t) =
ωj,0

ωj(t)Γ
1/3
ad (t)

=
ωj,0
ωj,t

[
ν(t)

ν(0)

]1/2

, (5.28)

where the geometric mean frequency equals ν(t) = [ωx(t)ωy(t)ωz(t)]
1/3.

The above equations describe the evolution of the scaling factors in the adiabatic limit

under slow driving. Nonetheless, they describe as well the exact nonadiabatic dynamics
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under a modified driving protocol with a different time-dependence of the trapping fre-

quencies, i.e., replacing ωj(t)→ Ωj(t), where the explicit form of Ωj(t) is to be determined

and the Hamiltonian will remain the same as in (5.1). For a unitary Fermi gas in a 3D

anisotropic trap, the requiring driving frequencies obtained from (5.15) are given by

Ω2
j(t) =

ω2
j,0

b2
jΓ

2/3
− b̈j
bj

= ω2
j (t)−

b̈j
bj
, (5.29)

where bj(t) are given by Eqs. (5.28), but since this is a finite time implementation b̈j = 0

no longer applies. The explicit expression for Ω2
j(t) reads

Ω2
j(t) = ω2

j − 2

(
ω̇j
ωj

)2

+
ω̈j
ωj
− 4

9

(
Γ̇

Γ

)2

+
1

3

Γ̈

Γ
− 2

3

ω̇jΓ̇

ωjΓ

= ω2
j − 2

(
ω̇j
ωj

)2

+
ω̈j
ωj

+
1

4

(
ν̇

ν

)2

− 1

2

ν̈

ν
+
ω̇j ν̇

ωjν
, (5.30)

which includes counterdiabatic corrections arising from ωj, the geometric mean ν, and

their coupling. The nonadiabatic factor for a unitary Fermi gas under local counterdid-

abatic driving obtained from (5.30), (5.29) and (5.24) reads

Q∗(t) = 1 +
1

6
Γ(t)2/3

∑
j={x,y,z}

ḃ2
j − bj b̈j
ω2
j,0

= 1 +
1

6

∑
j={x,y,z}

(
ω̈j
ω3
j

−
ω̇2
j

ω4
j

− ν̈

2νω2
j

+
ν̇2

2ν2ω2
j

)
. (5.31)

When the scaling factors are isotropic so that bj(t) = b(t), the axis subindex j can be

dropped out, the volume scaling factor simplifies to Γ(t) = b(t)3 = [ω0/ω(t)]
3
2 and

Ω2(t) = ω2(t)− 3

4

[
ω̇(t)

ω(t)

]2

+
1

2

ω̈(t)

ω(t)
, (5.32)

in agreement with [30,159]. Similarly, in the isotropic case the nonadiabatic factor reduces

to

Q∗(t) = 1 +
1

4

(
ω̈

ω3
− ω̇2

ω4

)
, (5.33)

which agrees for the result in one-dimensional harmonically trapped systems [69, 143].

Note that while for nonadiabatic processes Q∗(t) is expected to exceed unity, values of

Q∗(t) < 1 can be reached whenever ω̈ < ω̇2/ω.
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The engineering of a STA by CD requires the nonadiabatic modulation of the trap

frequencies

Ω2
j(t) = ω2

j − 2

(
ω̇j
ωj

)2

+
ω̈j
ωj

+
1

4

(
ν̇

ν

)2

− 1

2

ν̈

ν
+
ω̇j ν̇

ωjν
, (5.34)

where ν(t) = [ωx(t)ωy(t)ωz(t)]
1/3 denotes the geometric mean frequency.

5.3 The experiment

Figure 5.1: Schematic of the experimental setup (A) and the experimental procedure

(B). A specially designed optical crossed-dipole trap is formed by two orthogonal far-off

resonance laser beams, providing a highly controllable trap frequency. M1-M4, Mirrors;

L1-L2, cylindrical lenes; L3-L4, achromatic lenses; AOM, acousto-optic modulator; tof,

time-of-flight.

The experiment described here was executed by Professor’s Haibin group [37] and theo-

reticaly described by us, it probes the nonadiabatic expansion dynamics in an anisotropically-

trapped unitary quantum gas, a balanced mixture of fermionic 6Li atoms in the lowest

two hyperfine states |↑〉 ≡ |F = 1/2,MF = −1/2〉 and |↓〉 ≡ |F = 1/2,MF = 1/2〉.

The experimental setup is similar to that in Ref. [160, 161], with a new configuration of

the dipole trap consisting in an elliptic beam generated by a cylindrical lens along the

x-axis and a nearly-ideal Gaussian beam along the z-axis. The resulting potential has a
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cylindrical symmetry around x. This trap facilitates the control of the anisotropy and

geometric frequency. Fermionic atoms are loaded into a cross-dipole trap used for evapo-

rative cooling. A Feshbach resonance is used to tune the interactomic interaction to the

unitary limit, reached at B = 832G. The system is initially prepared in a stationary state

of a normal fluid, with ωx(0) = 2π × 1200 Hz and ωy(0) = ωz(0) = 2π × 300 Hz. The

initial energy of Fermi gas at unitarity is E = 0.8(0.1)EF , corresponding to a tempera-

ture Temp = 0.25(0.02)TF , where EF and TF are the Fermi energy and temperature of

an ideal Fermi gas, respectively. Each data point is obtained from averaging 5 runs of

measurements with identical parameters.

Fig. 5.2 shows the expansion stroke of the unitary Fermi gas with bf,x = 1/4, bf,y =

bf,z = 1 in T = 800µs. The trap frequencies are changed from the initial values ωx(0) =

2π × 1200 Hz and ωy(0) = ωz(0) = 2π × 300 Hz to the target values ωx(T ) = 2π × 300

Hz and ωy(T ) = ωz(T ) = 2π × 300 Hz in 800 µs. The Fermi gas is initially confined in

an anisotropic harmonic trap with a frequency aspect ratio of 4. Due to the engineering

of frequencies, the size of the cloud gas is mostly expanded in the x axis, the changes

in the y and z directions being small (Fig. 5.2A) during the driving processes. While

the Fermi gas is anisotropic during the nonadiabatic, CD drive, it becomes isotropic at

the final target state, in which both the frequency and cloud size aspect ratio are close

to 1; see Fig. 5.2B(iii) and Fig. 5.2C(iii). Also in Fig 5.2 we include de results for the

implementation of expansion attempting to follow the adiabatic schedule we are mimicing

by CD. We name this finite-time approximation of an adiabatic evolution the reference

driving which we shown to be a better approximation as the parameter T grows.

5.4 Results

The measured nonadiabatic factor Q∗(t) and mean work during the expansion stroke

are shown in Fig. 5.3. For the reference driving, the Q∗(t) of the strongly interacting

Fermi gas monotonically increases, witnessing quantum friction induced by excitations

that emerge from the nonadiabatic dynamics. At time T = 800µs, Q∗(T ) approaches

to 1.17 for the experimental parameters (brown dots in Fig. 5.3A). Quantum friction
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decreases the mean work of the stroke (see Fig. 5.3B), defined as

κ(t) = 〈W (t)〉/〈H(0)〉. (5.35)

By contrast, quantum friction is greatly suppressed with the local counterdiabatic

driving scheme. Indeed, Q∗(t) reduces to 1 after completion of the superadiabatic stroke

(blue dots in Fig. 5.3A), revealing that it is a friction-free process. Using STA by CD thus

allow reaching Q∗(T ) = 1, enhancing the work output. Its maximum value is reached at

T and is determined by the geometric mean frequency according to

〈W (T )〉CD =

((
ν(T )

ν(0)

)1/3

− 1

)
〈H(0)〉. (5.36)

The measured value of the mean work κ in the experiment is about −0.37 in units of

〈H(0)〉 (blue dots in Fig. 5.3B), which is in very good agreement with the theoretical

prediction, (2−2/3 − 1) = −0.370. Compared to the case of reference driving process, the

mean work in the the local counterdiabatic driving process is increased by nearly 42.3%.

As seen from Eq. 5.36, in a STA by CD quantum friction is suppressed and the final

mean work depends only on the ratio of geometric mean frequency between the initial

state and the target state. For processes satisfying ν(T ) = ν(0), such as a change of the

anisotropy of the cloud, the mean work vanishes. We verify this prediction experimentally.

The strongly interacting Fermi gas is first prepared in a quantum state with frequencies

of ωx(0) = 2π× 1200 Hz and ωy(0) = ωz(0) = 2π× 300 Hz. Then the trap frequencies are

changed to ωx(T ) = ωy(T ) = ωz(T ) = 2π × (
∏

j ωj(0))1/3 = 2π × 476.22 Hz, modifying

the aspect ratio of the cloud. The measured nonadiabatic factor Q∗(t), mean work and

cloud expansion images are presented in Fig. 5.4. It is apparent that there is no friction

for Q∗(T ) = 1 (blue dots in Fig. 5.4B) and that the mean work vanishes W (T ) = 0

(blue dots in Fig. 5.4C) when manipulating the quantum state using STA by CD. For the

nonadiabatic reference driving, quantum friction is however induced and causes Q∗(T ) > 1

(brown dots in Fig. 5.4B), signaling energy dispersion in the final state. The mean work

is then increased to a positive value of 1.22〈H(0)〉 (brown dots in Fig. 5.4C).

A global measure of the nonadiabatic character of a superadiabatic stroke can be

quantified by the time-average deviation of the mean work 〈W (t)〉 from the adiabatic
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Figure 5.2: The expansion stroke of the unitary Fermi gas for STA of CD and reference

driving case with bf,x = 4, keeping bf,y = bf,z = 1 in T = 800µs: the atoms images of CD

driving (A), the measured cloud size (the σs being the Gaussian waists in µm) and cloud

aspect ratio (B), and the measured frequencies and frequency aspect ratio (C). Blue dots

and brown dots are the measured results for CD and reference driving case, respectively.

The red line and green line are theoretical predictions. The black dashed line in (Biii)

denotes for the aspect ratio of 1, indicating an isotropic trap for Fermi gas. Error bars

represent the standard deviation of the statistic.
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Figure 5.3: Nonadiabatic factor Q∗ (A) and the mean work (B) in an expansion stroke.

Blue and brown dots denote the measured data for STA of local counterdiabatic driving

and nonadiabatic reference driving case while the red and green lines are the corresponding

theoretical predictions. κ(t) = 〈W (t)〉/〈H(0)〉 is the ratio of the mean work and the initial

energy. The black dashed line represents Q∗ = 1 where there is no quantum friction. Error

bars represent the standard deviation of the statistic.

value 〈Wad(t)〉 as a function of the total time T

δW =
1

T

∫ T

0

dt [〈W (t)〉 − 〈Wad(t)〉] . (5.37)
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Figure 5.4: Cloud expansion images (A), nonadiabatic factor Q∗ (B) and mean work

(C) of unitary Fermi gas during a change of the cloud aspect ratio that preserves the

geometric mean frequency, ν(T ) = ν(0). Blue and brown dots represent the measured

results for STA of CD and nonadiabatic driving case, respectively. Red and green lines

denote the corresponding theoretical predictions. Black dashed lines denote the friction-

free Q∗(T ) = 1 and the zero mean work κ = 0. Error bars represent the standard deviation

of the statistic.

Figure 5.5: Time-averaged mean work deviation δW in units of 〈H(0)〉 as a function

of T . Blue and brown dots denote the measured data for STA by CD driving and the

nonadiabatic reference driving case, while the red and green lines are the fits with a

function of 1/T 2. Error bars represent the standard deviation of the measurement data.
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In the experiment, we measure the mean work deviation in both a STA based on CD

driving and a nonadiabatic reference protocol for the expansion strokes. The initial and

final geometric frequencies are fixed to 4.8 and 1.2, respectively. The trap frequencies

are changed from the initial frequencies ωx = 2π × 1440 Hz, ωy = ωz = 2π × 300 Hz to

ωx = 2π × 360 Hz, ωy = ωz = 2π × 300 Hz in different time T . For STA by CD driving,

the mean work 〈W (T )〉 does not change no matter how short the time T is. However,

〈W (t)〉 at t < T keeps changing to reflect how large the excess work needed to implement

STA at different stages. The measured results are shown in Fig. 5.5. The shorter the

time T , the greater the deviation of mean work δW . The solid curves are the fits with a

power-law 1/T 2 as a function of the duration of the stroke T .

The experiment presented here demonstrate the suppression of quantum friction and

enhancement of the mean work output in superadiabatic strokes, when compared to di-

abatic strokes, with a strongly interacting quantum fluid as a working medium. The

control of the finite-time quantum thermodynamics is achieved using shortcuts to adia-

baticity that exploit the emergent scale-invariance of a unitary Fermi gas. In combination

with cooling and heating steps, superadiabatic strokes can be used to engineer quantum

heat engines [69,141–143,162] and refrigerators [163–165], e.g., based on a quantum Otto

cycle, that operate at maximum efficiency with high output and cooling power.
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Chapter 6

Conclusions

Throughout this thesis we have studied many-body systems of interest to AQC. We

began by considering the quantum search algorithm, which can be built upon a solvable

quantum Hamiltonian. It exhibits quantum advantage through a run-time scaling O(
√
N)

as we increase the dimension N of the search space. This behavior can be associated with

a first-order quantum phase transition as the system undergoes the adiabatic evolution.

Our first work was a numeric and analytic evaluation of quantum correlations measured

by the LQU in the adiabatic quantum search. We have shown that these correlations

converge exponentially fast to saturation as a function of the block length L. Moreover,

at the limit n → ∞, the LQU vanishes everywhere except at the critical point s = 1
2
.

This behavior has been shown to precisely characterize the first-order QPT in the model.

In our second work we explored not the perfect adiabatic execution of the quantum

search algorithm, but its dynamics in a finite-time implementation. Any Hamiltonian

quantum algorithm with speed up over classical algorithms is expected to go through a

quantum phase transition [61] which implies that the total time needed to drive the system

will scale with the size of the problem. Driving the system at feasible speeds will result

in excitations, which can be measured by the number of kinks shown in the system. We

observed an exponential behavior in the amount of excitations in relation to the speed of

the driving Hamiltonian and noticed that the quantum phase transition can be observed

even on small systems if they are not driven too fast.

In our third and final work, noticing that the fast driving of quantum algorithms
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causes them to be less reliable, we contributed to bridge the gap between theory and

experiment in a technique originally proposed to speed up AQC. Shortcuts to adiabaticity

are proposed as a way to find finite time implementations of driven Hamiltonians without

causing excitations. Despite its obvious value to AQC, implementing it on large scale

problems has been difficult due to non-locality of the interactions, non-oracularity of the

Hamiltonian or other requirements. So we took a step back and found a system in which

we could work around these requirements. The system we found was a unitary Fermi gas

in an anisotropic time-dependent trap as a medium for transformations that could take

place in a thermal machine. We have shown that for this case we were able to control

the dynamics of the expansion of the atom cloud and obtained higher efficiency than a

traditional adiabatic machine would present.

As future perspectives the works presented on this thesis have several possibilities. It

would be interesting to investigate possible universal properties of LQU, e.g. analyzing

its behavior for quantum critical spin chains belonging to distinct universality classes. A

relevant point would be a possible scaling related to the central charge of the Virasoro

algebra behind the critical chain, similarly as it occurs for entanglement [79–81]. Other

points of interest would be the investigation of the quantum critical behavior for finite

temperatures as well as the effect of boundary conditions over the scaling of the LQU for

systems D × 2.

We also intend to consider decoherence effects [166] in dynamical first-order QPTs.

Moreover, we are also interested in the exchange between power-law and exponential-law

behaviors as a consequence of boundary conditions [111] and Hamiltonian symmetries.

Besides all that, finding physical systems more suitable to adiabatic quantum compu-

tation that still allows implementation of shortcuts remains a challenge. This thesis has

provided contributions in this direction and opens the possibility of further developments

in this field.
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Appendix

A Computational Complexity Theory Recap

Frequently in computer science more than one algorithm can be used to solve the same

problem. Their time efficiency is frequently a parameter of great interest in deciding which

to use, besides exactness and memory efficiency, to name a few.

Comparing time and memory efficiency of two algorithms may not be trivial, and to

aid with that there is the big-O notation. This notation allows us to see at a glance how

fast an algorithm’s consumption of a resource diverges.

For example lets assume that the execution time for algorithm A1 is O(n3) and for A2

it is O(n1), n being the number of bits necessary to store the problem. We know that for

large inputs a cubic polinom grows faster tham a linear one, so we expect that A2 will be

faster for large values of n.

A.1 Big-O Notation

Definition. Given two functions f(n) and g(n), f(n) = O(g(n)) if there are constants

n0 and c > 0 such that |f(n)| < c |g(n)| for all n > n0, where |2| represents the absolute

value of 2. [56]

This definition thus gives an upper bound on the quantity measured by f(n). Which

is useful because when we run an algorithm in a computer the exact amount of resources

consumed (time, memory, etc) as a function of the problem size is represented by a very

complicated function. Knowing this function exactly isn’t important, only it’s scaling is

important. Further, we are mostly interested in knowing the resources consumed in the
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computation of large problems.

A good rule of thumb to obtain the big-O order of a function is to keep only the term

that diverges to infinity the fastest as the problem’s size grows, ignoring any multiplicative

prefactors. For example

if f = 5n3 + n+ e−n −→ f = O(n3),

if f = 4en + n5 −→ f = O(en).
(A.1)

A.2 Complexity

This section closely follows [56], but only gives an intuition on the concepts presented.

For a rigorous analysis see the reference.

A complexity class is a set of problems that the best algorithms we know to solve them

exactly demand resources that scale similarly. Also some subsets of classes have useful

relationships with each other. The classes of interest to us are:

• P is the class of problems whose solutions can be found with a amount of resources

that scales as a polynomial of the input size (number of bits used to input the

problem).

• NP is the class of problems that, if presented by a possible solution, this candidate

can be verified in polynomial time.

• NP-Hard is the class of problems to which all problems in NP can be reducted

efficiently (reduction is defined bellow).

• NP-Complete is the intersection of NP with NP-Hard.

A problem P1 is said to be reductible to another problem P2 iff there are functions

f and g that can be used to turn an algorithm A2 that solves P2 into an algorithm that

solves P1 in the following way: the input x1 is transformed in x2 = f(x1) and fed to A2

to obtain the result r2 = A2(x2) and finally this response is transformed in r1 = g(r2),

which is the solution to P1. A reduction is said to be efficient if both f and g require

computational resources that scale with polynomial functions on the size of their inputs.

87



Figure A.1: A diagram representation of what most experts believe are the relationships

between P, NP, NP-Complete and NP-Hard.

B LQU for 2 × D Systems

The change from equation (3.2) to (3.3) is the central result in [34], enabling us to

have a closed form calculation that delivers a quantification of discord between a qubit

and a larger system. We now prove this transformation.

The LQU (Q) is defined as a minimization of the skew-information (I) of a system

(ρ) related to a measurement (K) of one qubit (the first spin in a chain in our case). In

mathematical language:

Q(ρ) = minKI(ρ,K), (B.1)

I(ρ,K) = TrρK2 − Trρ1/2Kρ1/2K, (B.2)

with K = KB ⊗ 1, and since this measurement can be in any direction

KB = 〈n|~σ〉 = Sin(θ)Z + Cos(θ)Sin(γ)X + Cos(θ)Cos(γ)Y, (B.3)

where X, Y and Z are the usual Pauli matrices and θ , γ are real parameters and

|n〉 = (Cos(θ)Sin(γ), Cos(θ)Cos(γ), Sin(θ)) is a unit vector. We notice that K2
B = 1 and

that allows us to rewrite (B.2) as
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I(ρ,K) = 1− I, (B.4)

I = Tr[M ], (B.5)

M = ρ1/2Kρ1/2K, (B.6)

if we make ZB = Z ⊗ 1 and anlogously for the other Pauli matrices, then

M = ρ1/2(Sin(θ)ZB + Cos(θ)Sin(γ)XB + Cos(θ)Cos(γ)YB)ρ1/2(Sin(θ)ZB+

+Cos(θ)Sin(γ)XB + Cos(θ)Cos(γ)YB),

= Sin(θ)2ρ1/2ZBρ
1/2ZB + Cos(θ)2Sin(γ)2ρ1/2XBρ

1/2XB+

+Cos(θ)2Cos(γ)2ρ1/2YBρ
1/2YB + Sin(θ)Cos(θ)Sin(γ){ρ1/2ZB, ρ

1/2XB}+

+Sin(θ)Cos(θ)Cos(γ){ρ1/2ZB, ρ
1/2YB}+ Cos(θ)Sin(γ)Cos(γ){ρ1/2XB, ρ

1/2YB}. (B.7)

Now we see that

I = Sin(θ)2Tr[ρ1/2ZBρ
1/2ZB] + Cos(θ)2Sin(γ)2Tr[ρ1/2XBρ

1/2XB]+

+Cos(θ)2Cos(γ)2Tr[ρ1/2YBρ
1/2YB] + 2Sin(θ)Cos(θ)Sin(γ)Tr[ρ1/2ZBρ

1/2XB]+

+2Sin(θ)Cos(θ)Cos(γ)Tr[ρ1/2ZBρ
1/2YB] + 2Cos(θ)Sin(γ)Cos(γ)Tr[ρ1/2XBρ

1/2YB].

(B.8)

Its easy to notice that

I = 〈n|W |n〉 , (B.9)

where

Wij = Tr[ρ
1/2
AB(IA ⊗ σiB)ρ

1/2
AB(IA ⊗ σjB)]. (B.10)

From (B.1), (B.4) and (B.9) we know that we want:

Q(ρ) = 1−max|n〉 〈n|W |n〉 , (B.11)
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But we know that the highest result from 〈n|W |n〉 on a Hermitean matrix is its highest

eigenvalue (see next section for proof), so:

Q(ρ) = 1− λmax{W}. (B.12)

B.1 Maximum Eigenvalue Formula Demonstration

If A is an Hermitean real matrix and A = U †DU with U a unitary matrix and D a

diagonal matrix with its eigenvalues ordered

D =


λmin (0)

. . .

(0) λmax

 . (B.13)

Being |x〉 a unit vector, we define

r(~x) = 〈x|A|x〉 . (B.14)

But changing the variables with |y〉 = U |x〉 we get

r(~y) = 〈y|D|y〉 . (B.15)

Its clear that Max{r(|x〉)} = Max{r(|y〉)} = λmax.

C The Hellmann-Feynman Theorem

For the ground state |ψg〉 of a system subjected to the HamiltonianH(t, λ) with t being

the time and λ(t) a tunnable external paramater (like temperature or a trap frequency),

the Hellmann-Feynman Theorem (HFT) states that

∂λ 〈ψg|H|ψg〉 = 〈ψg|∂λH|ψg〉 . (C.1)

The proof follows. First we use the multiplication rule for derivatives
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∂λ 〈ψg|H|ψg〉 = 〈∂λψg|H|ψg〉+ 〈ψg|H|∂λψg〉+ 〈ψg|∂λH|ψg〉 , (C.2)

and since |ψg〉 is the ground state we can use the fact that H |ψg〉 = Eg |ψg〉

∂λ 〈ψg|H|ψg〉 = Eg 〈∂λψg|ψg〉+ Eg 〈ψg|∂λψg〉+ 〈ψg|∂λH|ψg〉 , (C.3)

= Eg [〈∂λψg|ψg〉+ 〈ψg|∂λψg〉] + 〈ψg|∂λH|ψg〉 . (C.4)

But we also know that taking the derivative of 〈ψg|ψg〉 = 1 results in 〈∂λψg|ψg〉 +

〈ψg|∂λψg〉 = 0. So the two first terms in the right hand side of (C.3) cancel each other

and we have

∂λ 〈ψg|H|ψg〉 = 〈ψg|∂λH|ψg〉 . (C.5)

and the proof is finished.
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